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## Preface

Graphs are usually represented as geometric objects drawn in the plane, consisting of nodes and curves connecting them. The main message of this book is that such a representation is not merely a help of visualizing the graph, but an important mathematical tool. It is obvious that this geometry is crucial in engineering, if you want to understand rigidity of frameworks and mobility of mechanisms. But even if there is no geometry directly connected to the graph-theoretic problem, a well-chosen geometric embedding has mathematical meaning and applications in proofs and algorithms. This thought has emerged in the 1970's, and I found it quite fruitful: Among its first applications, it lead to a classification result in the theory of node-coverings, to the theory of orthogonal representations, and through this, to several combinatorial applications of semidefinite optimization.

I have given quite a few courses and lectures about the fast expanding theory of geometric representations of graphs. In 2014, I gave an advanced course on this topic at the Eidgenossische Technische Hochschule in Zurich, and the interest and active participation of the audience, faculty, postdocs and graduate students provided great inspiration. I am most grateful for the hospitality of ETH.

By that time, I had decided that it is worthwhile to merge my handouts and lecture notes about this general topic into a book. This took quite some time; partly, because other duties limited the time I could spend on this project, but also because I kept recognizing common concepts that extended through several seemingly unrelated topics, and holding, I hope, the material better together (for example, randomization, non-degeneracy and duality). Many new results and new applications of the topic have also been emerging, even outside mathematics, like in statistical and quantum physics and computer science (learning theory). At some point I had to decide to round things up and publish this book.

Acknowledgements. I am grateful to a number of colleagues for sharing with me their insight and expertise on one or more of this topics. Tibor Jordán updated me on new developments in rigidity theory, in particular about global rigidity, and gave very useful comments on the chapter on that subject. András Patkós advised me on quantum physics, saving me from serious blunders in a field not my own. Robert Weismantel pointed out that the procedure of creating random orthogonal representations can be viewed as a generalization of the Gram-Schmidt orthogonalization. Boaz Klartag called my attention to the connection between canonical stress matrices and the Alexandrov-Fenchel Inequality, and advised me on other issues of volume and convexity. Tomasz Łuczak told me about the applications of orthogonal representations in quantum physics.

Several colleagues have read parts or all of the manuscript, and made valuable comments. I must express my thanks to Lilla Tóthmérész and above all to Kati Vesztergombi, who read the manuscript at various stages of its preparation, and suggested many improvements.

## CHAPTER 1

## Why are Geometric Representations Interesting?

To represent a graph geometrically is a natural goal in itself, since it provides visual access to the abstract structure of the graph. But, in addition, it is an important tool in the study of various graph properties, including their algorithmic aspects. To illustrate what this means, let us describe a few examples of increasing complexity.

### 1.1. Edge coloring

We start with a very simple application of a well-chosen geometric image. How many colors are needed to color the edges of a complete graph so that no two edges incident with the same node get the same color? The answer depends on the parity of the number of nodes $n$. If $n$ is odd, then at most $(n-1) / 2$ edges can use the same color, so we need at least

$$
\binom{n}{2} / \frac{n-1}{2}=n
$$

colors. To show that this is sufficient, we consider the nodes as the vertices of a regular polygon. An edge and all diagonals parallel to it can be colored with the same color. Rotating this set about the center of the polygon, we get $n$ such sets of edges, which together cover all edges of the graph. So they form an edge-coloring with $n$ colors (Figure 1.1, left).


Figure 1.1. Optimal edge coloring of a complete graph with an odd and even number of nodes.

If $n$ is odd, then the analogous computation gives a weaker lower bound of

$$
\binom{n}{2} / \frac{n}{2}=n-1
$$

for the number of colors. Is this sufficient? To improve the construction by a similar use of rotations as for odd $n$, we step up to dimension 3 . We represent the nodes as the vertices of a pyramid with an $(n-1)$-sided regular polygon as its base. For any edge $e$ of the base, we can color the diagonals parallel to $e$ as well as the edge
connecting its apex to the base vertex opposite to $e$ with the same color. Rotating this set again about the axis of the pyramid, we get a coloring of the edges of $K_{n}$ with $n-1$ colors (Figure 1.1, right).

There are of course many other ways to solve this simple problem; but the above construction using geometry is perhaps the nicest.

### 1.2. Disjoint paths

Suppose that we have a 2 -connected graph $G$ and two specified nodes $s$ and $t$. Two "requests" come in for two nodes $x$ and $y$, and we have to find two disjoint paths connecting $s$ and $t$ to $x$ and $y$ (it does not matter which of $x$ and $y$ will be connected to $s$ ). This can be computed by one of zillions of flow or connectivity algorithms in reasonable time.

Now suppose that we have to compute such paths for many requests $\{x, y\}$. Do we have to repeat the computation each time? We can do much better if we use the following theorem: Given a 2-connected graph and two specified nodes $s$ and $t$, we can order all nodes so that $s$ is first, $t$ is last, and every other node $v$ has a neighbor that comes earlier as well as a neighbor that comes later. Such an ordering is called an $s$ - $t$ numbering. It is not hard to construct such a numbering (Exercise 1.2 .

Once we know an $s$ - $t$ numbering, and a request $\{x, y\}$ comes in, it is trivial to find two disjoint paths: Let (say) $x$ precede $y$ in the ordering, then we can move from $x$ to an earlier neighbor $x^{\prime}$, then to an even earlier neighbor $x^{\prime \prime}$ of $x^{\prime}$ etc. until we reach $s$. Similarly, we can move from $y$ to a later neighbor $y^{\prime}$, then to an even later neighbor $y^{\prime \prime}$ of $y^{\prime}$ etc. until we reach $t$. This way we trace out two paths as requested.

The ordering can be thought of as representing the nodes of $G$ by points on the line, and the easy procedure to find the two paths uses this geometric representation.

### 1.3. Hitting times

In this book, we will discuss some properties of random walks on a graph (as far as they are related to geometric representations). We'll also use the physical representation of a graph with the edges replaced by rubber bands. As a sampler, let us describe a very simple but nice connection.

Let $a$ be a node of a connected graph $G$. We start a walk at $v^{0}=a$. We select one of the neighbors $v^{1}$ of $v^{0}$ at random (every neighbor has the same probability of being selected), and we move to $v^{1}$. Then we move from $v^{1}$ to $v^{2}$ in the same way, etc. This way we get an infinite sequence of random nodes $\left(v^{0}, v^{1}, v^{2}, \ldots\right)$, which we call a random walk on $G$.

Many important questions can be asked about a random walk (we are going to talk about some of them later). Perhaps the following is the simplest. Let $b$ be another node of $G$. We define the hitting time $H(a, b)$ as the expected number of steps before a random walk, started at $a$, will reach $b$. (This number is known to be finite for a finite connected graph.)

There are many interesting questions you can ask about hitting times. To begin with, what are the hitting times on particular graphs like paths, cycles, or trees?

The following construction is very useful answering quite a few of these basic questions (of course, there are questions about hitting times whose answer requires a much more sophisticated approach). Consider the edges of the graph as rubber bands; these are ideal (or really high tech) rubber bands, contracting to zero length
when not stretched, and not getting tangled. Attach a weight of $\operatorname{deg}(v)$ to each node $v$. Nail the node $b$ to the wall and let the graph find its equilibrium (Figure 1.2 .


Figure 1.2. Hanging a tree, a path, and a 3-cube from a node. The graphs are horizontally distorted to show their structure. The stretching of the edges is easily computed using Hooke's Law.

The simple but useful fact about this construction is that each node $v$ will be at a distance of $H(v, b)$ below $b$. This is not hard to prove noticing that the hitting times to $b$ and the distances from $b$ satisfy the same equations (see Exercise 1.4).

Using this geometric/physical picture, we can derive several interesting facts about hitting times. Applying the construction to a path with $k$ nodes, we see that the $k$-th edge from the bottom is stretched to a length of $2 k-1$ (this is the total weight of the nodes below it). Hence the total length of the path will be $1+3+\cdots+(2 n-3)=(n-1)^{2}$; this is the hitting time from one endpoint of the path to the other. Or, using the symmetries of the skeleton of the 3-dimensional cube, we can see that the lowest edges are stretched to length 1 ( 3 edges carry a weight of 3 ), the next layer, to length 2 , and the edges incident to $b$, to length 7 . So the hitting time from a node to the opposite node is 10 . Exercises 1.51 .7 offer some further applications of this geometric construction.

### 1.4. Shannon capacity

The last two examples used just a single dimension; of course, one-dimensional geometry is not "really" geometry, and we better give a higher-dimensional example, which is substantially more involved. The following problem in information theory was raised by Claude Shannon, and it motivated the introduction of orthogonal representations Lovász 1979b and several of the results to be discussed in this book.

Consider a noisy channel through which we are sending messages composed of a finite alphabet $V$. There is an output alphabet $U$, and each $v \in V$, when transmitted through the channel, can come out as any element in a set $U_{v} \subseteq U$. Usually there is a probability distribution specified on each set $U_{v}$, telling us the probability with which $v$ produces a given $u \in U_{v}$, but for the problem we want to discuss, these probabilities do not matter. As a matter of fact, the output alphabet
will play no role either, except to tell us which pairs of input characters can be confused: those pairs $\left(v, v^{\prime}\right)$ for which $U_{v} \cap U_{v^{\prime}} \neq \emptyset$.

One way to model the problem is as follows: We consider $V$ as the set of nodes of a graph, and connect two of them by an edge if they can be confused. This way we obtain a graph $G$, which we call the confusion graph of the alphabet. The maximum number of non-confusable messages of length 1 is the maximum number of nonadjacent nodes (the maximum size of a stable set) in the graph $G$, which we denote by $\alpha(G)$.

Now we consider longer messages, say of length $k$. We want to select as many of them as possible so that no two of them can possibly be confused. This means that for any two of these selected messages, there should be a position, where the two characters are not confusable. As we shall see, the number of words we can select grows as $\Theta^{k}$ for some $\Theta \geq 1$, which is called the Shannon zero-error capacity of the channel.

A simple and natural way to create such a set of words is to pick a nonconfusable subset of the alphabet, and use only those words composed from this set. So if we have $\alpha$ non-confusable characters in our alphabet, then we can create $\alpha^{k}$ non-confusable messages of length $k$. But, as we shall see, making use of other characters in the alphabet we can create more! How much more, is the issue in this discussion.

Let us look at two simple examples (Figure 1.3).


Figure 1.3. Two confusion graphs. In the alphabet $\{p, q, b, d\}$ two letters that are related by a reflection in a horizontal or vertical line are confusable, but not if they are related by two such reflection. The confusability graph of the alphabet $\{m, n, u, v, w\}$ is only convincing a little in handwriting, but this graph plays an important role in this book.

Example 1.1. Consider the simple alphabet $(p, q, d, b)$, where the pairs $\{p, q\}$, $\{q, d\},\{d, b\}$ and $\{b, p\}$ are confusable (Figure 1.3, left). We can just keep $p$ and $d$ (which are not confusable), which allows us to create $2^{k}$ non-confusable messages of length $k$. On the other hand, if we use a word, then all the $2^{k}$ words obtained from it by replacing some occurrences of $p$ and $q$ by the other, as well as some occurrences of $b$ and $d$ by the other, are excluded. Hence the number of messages we can use is at most $4^{k} / 2^{k}=2^{k}$.

Example 1.2 (5-cycle). If we switch to alphabets with 5 characters, then we get a much more difficult problem. Let $V=\{m, n, u, v, w\}$ be our alphabet, with confusable pairs $\{m, n\},\{n, u\},\{u, v\},\{v, w\}$ and $\{w, m\}$ (Figure1.3, right; we refer to this example as the "pentagon"). Among any three characters there are two that can be confused, so we have only two non-confusable characters. Restricting the
alphabet to two such characters (say, $m$ and $v$ ), we get $2^{k}$ non-confusable messages of length $k$.

But we can do better: the following 5 messages of length two are non-confusable: $m m, n u, u w, v n$ and $w v$. This takes some checking: for example, $m m$ and $n u$ cannot be confused, because their second characters, $m$ and $u$, cannot be confused. If $k$ is even, then we can construct $5^{k / 2}$ non-confusable messages, by concatenating any $k / 2$ of the above 5 . This number grows like $(\sqrt{5})^{k} \approx 2.236^{k}$ instead of $2^{k}$, a substantial gain!

Can we do better by looking at longer messages (say, messages of length 10 or 1000), and by some ad hoc method finding among them more that $5^{5}$ non-confusable messages? We are going to show that we cannot, which means that the set of words composed of the above 5 messages of length 2 is optimal.

The trick is to represent the alphabet in a different way. Let us assign to each character $i \in V$ a vector $\mathbf{u}_{i}$ in some Euclidean space $\mathbb{R}^{d}$. If two characters are not confusable, then we represent them by orthogonal vectors.

If a subset of characters $S$ is non-confusable, then the vectors $\mathbf{u}_{i}(i \in S)$ are mutually orthogonal unit vectors, and hence for every unit vector $\mathbf{c}$,

$$
\sum_{i \in S}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2} \leq 1
$$

Hence $|S| \min _{i \in S}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2} \leq 1$, or

$$
|S| \leq \max _{i \in S} \frac{1}{\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}} \leq \max _{i \in V} \frac{1}{\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}}
$$

So if we find a representation $\mathbf{u}$ and a unit vector $\mathbf{c}$ for which the squared products $\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}$ are all large (which means that the angels $\measuredangle\left(\mathbf{c}, \mathbf{u}_{i}\right)$ are all small), then we get a good upper bound on $|S|$.


Figure 1.4. An umbrella representing the pentagon.
For the alphabet in Example 1.2 (the pentagon), we use the 3-dimensional vectors in Figure 1.4 To describe these, consider an umbrella with 5 ribs of unit length. Open it up to the point when nonconsecutive ribs are orthogonal. This way we get 5 unit vectors $\mathbf{u}_{m}, \mathbf{u}_{n}, \mathbf{u}_{u}, \mathbf{u}_{v}, \mathbf{u}_{w}$, assigned to the nodes of the pentagon so that each $\mathbf{u}_{i}$ forms the same angle with the "handle" $\mathbf{c}$ and any two nonadjacent nodes are labeled with orthogonal vectors. With some effort, one can compute that $\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}=1 / \sqrt{5}$ for every $i$, and so we get that $|S| \leq \sqrt{5}$ for every non-confusable set $S$. Since $|S|$ is an integer, this implies that $|S| \leq 2$.

This is ridiculously much work to conclude that the 5 -cycle does not contain 3 nonadjacent nodes! But the vector representation is very useful for handling longer
messages. We define the tensor product of two vectors $\mathbf{u}=\left(u_{1}, \ldots, u_{n}\right) \in \mathbb{R}^{n}$ and $\mathbf{v}=\left(v_{1}, \ldots, v_{m}\right) \in \mathbb{R}^{m}$ as the vector

$$
\mathbf{u} \circ \mathbf{v}=\left(u_{1} v_{1}, \ldots, u_{1} v_{m}, u_{2} v_{1}, \ldots, u_{2} v_{m}, \ldots, u_{n} v_{1}, \ldots, u_{n} v_{m}\right)^{\top} \in \mathbb{R}^{n m}
$$

It is easy to see that $|\mathbf{u} \circ \mathbf{v}|=|\mathbf{u}||\mathbf{v}|$, and (more generally) if $\mathbf{u}, \mathbf{x} \in \mathbb{R}^{n}$ and $\mathbf{v}, \mathbf{y} \in \mathbb{R}^{m}$, then $(\mathbf{u} \circ \mathbf{v})^{\top}(\mathbf{x} \circ \mathbf{y})=\left(\mathbf{u}^{\top} \mathbf{x}\right)\left(\mathbf{v}^{\top} \mathbf{y}\right)$. For a $k \geq 1$, if we represent a message $i_{1} \ldots i_{k}$ by the vector $\mathbf{u}_{i_{1}} \circ \cdots \circ \mathbf{u}_{i_{k}}$, then non-confusable messages will be represented by orthogonal vectors. Indeed, if $i_{1} \ldots i_{k}$ and $j_{1} \ldots j_{k}$ are not confusable, then there is at least one subscript $r$ for which $i_{r}$ and $j_{r}$ are not confusable, hence $\mathbf{u}_{i_{r}}^{\top} \mathbf{u}_{j_{r}}=0$, which implies that

$$
\left(\mathbf{u}_{i_{1}} \circ \cdots \circ \mathbf{u}_{i_{k}}\right)^{\top}\left(\mathbf{u}_{j_{1}} \circ \cdots \circ \mathbf{u}_{j_{k}}\right)=\left(\mathbf{u}_{i_{1}}^{\top} \mathbf{u}_{j_{1}}\right) \ldots\left(\mathbf{u}_{i_{k}}^{\top} \mathbf{u}_{j_{k}}\right)=0 .
$$

Using $\mathbf{c} \circ \cdots \circ \mathbf{c}$ ( $k$ factors) as the "handle", we get that for any set $S$ of nonconfusable messages of length $k$,

$$
|S| \leq \max _{i_{1}, \ldots, i_{k}} \frac{1}{\left((\mathbf{c} \circ \cdots \circ \mathbf{c})^{\top}\left(\mathbf{u}_{i_{1}} \circ \cdots \circ \mathbf{u}_{i_{k}}\right)\right)^{2}}=\max _{i_{1}, \ldots, i_{k}} \frac{1}{\left(\mathbf{c}^{\top} \mathbf{u}_{i_{1}}\right)^{2} \ldots\left(\mathbf{c}^{\top} \mathbf{u}_{i_{k}}\right)^{2}}=(\sqrt{5})^{k}
$$

So every set of non-confusable messages of length $k$ has at most $(\sqrt{5})^{k}$ elements. We have seen that this bound can be attained, at least for even $k$. Thus we have established that the Shannon zero-error capacity of the pentagon is $\sqrt{5}$.

We will return to this topic in Sections 11.5 .1 and 12.2 , where the zero-error capacity problem will be discussed for general confusability graphs, in classical and quantum information theory.

### 1.5. Vector-labeled graphs or frameworks?

One of the most basic objects we study in this book is a graph whose nodes are labeled by vectors from a euclidean space $\mathbb{R}^{d}$. We can also think of these vectors as the positions of the nodes in $\mathbb{R}^{d}$. A mapping $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ can be thought of as a "drawing", or "embedding", or "geometric representation" of the set $V$ in a Euclidean space. Most of the time, $V$ will be the node set of a graph, and we should think of $\mathbf{u}_{i}$ as the position of node $i$; in this case, we think of the edges as straight line segments connecting the points in the corresponding position. The main point in this book is to relate geometric and graph-theoretic properties, so this way of visualizing is often very useful. On the other hand, all three phrases above are ambiguous, and we are going to use "vector labeling" in most of the formal statements. This is the computer science view: we have a graph and store additional information for each node (see Figure 1.5). A vector-labeled graph $(G, \mathbf{u})$ will also be called a framework, motivated by the important topic of rigidity.

The difference between "vector-labeled graphs" and "geometric representations" is a bit more than just different usage of words. In computer science (indeed, in any area that uses and analyzes data), one considers large tables where each row corresponds to an item of some sort, and the numbers in the row represent different data (for example, age, weight, height, income of a person, or frequencies of a word in various types of documents). Often the set of rows has a network structure (say, people who know each other or words with similar meaning can be considered "adjacent" in these networks).

Surprisingly, the geometry of the row vectors often contains important information about the data, and geometric manipulation can lead to a better handle on the data, even though these data had nothing to do with geometry. While obviously


Figure 1.5. Two ways of looking at a graph with vector labeling (not all vector labels are shown).
closely related to our more mathematical material, we cannot treat in detail this emerging line of research.

While this is not strictly true, most of the time we can distinguish two kinds of vectors: those which are "true" vectors (best to think of them as geometric objects, like point positions or velocities), and those which are assignments of numbers, like weighting the nodes or edges of a graph. "True" vectors will be denoted by boldface characters. Mathematically, there is no difference of course.

Exercise 1.1. Prove that $s$ - $t$ numberings can be characterized as orderings of the nodes in which the nodes preceding any node induce a connected subgraph, and the same holds for the nodes following a given node.
Exercise 1.2. Design an algorithm that constructs an $s$ - $t$ numbering of a graph in polynomial time.
Exercise 1.3. Let us assign a real weight $f(e)$ to every edge of a transitive tournament on $n$ nodes.
(a) For $v \in V$, let $P_{v}$ be the set of all pairs $(a, b)$ such that there is a directed path of length $a$ leaving $v$ along which the weights are monotone increasing, as well as a directed path of length $b$ leaving $v$ along which the weights are monotone non-increasing, starting with the same edge. Prove that the sets $P_{v}$ are different. (b) Prove that if $n \leq\binom{ p+q}{p}$, then either there is a directed path of length $p+1$ along which the weights are monotone increasing, or there is a directed path of length $q+$ 1 along which the weights are monotone non-increasing. Chvátal-Komlós 1971:
Exercise 1.4. (a) Prove that the hitting times to a given node of a connected graph $G$ satisfy the equations

$$
H(u, b)=1+\frac{1}{\operatorname{deg}(u)} \sum_{v \in N(u)} H(v, u), \quad(u \neq b) .
$$

(b) Prove that the distances to $b$ in the construction in Section 1.3 satisfy the same equations. (c) Prove that this implies that the hitting times to $b$ are equal to the distances from $b$.
Exercise 1.5. Compute the hitting time (a) between two nodes of a cycle of length $n$; (b) between two nodes of the skeleton of the dodecahedron; (c) from one vertex of the $d$-dimensional cube to the opposite one.
Exercise 1.6. Let $G$ be a tree, and let $i j \in E$. Let $k$ be the number of nodes of $G \backslash i j$ in the component containing $i$. Then the hitting time from $i$ to $j$ is the $2 k-1$.
Exercise 1.7. Let $G$ be a simple connected graph, and let $i j \in E$. Then $\mid H(i, j)-$ $H(j, i) \mid \leq n^{2}-3 n+3$, and this can be attained.

Exercise 1.8. Prove that for every graph with at most 5 nodes, with the exception of the pentagon, its Shannon capacity equals to the maximum cardinality of a stable set (mutually nonadjacent nodes) of the graph.

## CHAPTER 2

## Planar Graphs

In the first half of this book, we consider mostly planar graphs and their geometric representations, mostly in the plane. We start with a survey of basic results on planar graphs. This chapter is of an introductory nature; we give very few proofs, and this material might go as well to the Appendix as well-known background. Still, planar graphs play a very important role, and some of the considerations here provide a good introduction into the methods in this book, so this chapter deserves to be part of the main material. We assume familiarity with basic graph theory; notation and terminology are summarized in Appendix B

### 2.1. Graphs and maps

2.1.1. Planarity and duality. A multigraph $G$ is planar, if it can be drawn in the plane so that its edges are Jordan curves and they are disjoint except for their endnodes. A planar map is a planar multigraph with a fixed embedding. We also use this phrase to denote the image of this embedding, i.e., the subset of the plane which is the union of the set of points representing the nodes and the Jordan curves representing the edges. It is trivial that every subgraph of a planar graph is planar. It is slightly less trivial that contracting an edge to a single node preserves planarity.

The complement of a map $G$ decomposes into a finite number of arcwise connected pieces, which we call the countries of the planar map. (Often the countries are called "faces", but we reserve the word "face" for the faces of polyhedra.) The set of its countries will be denoted $V^{*}$, and often we use the notation $f=\left|V^{*}\right|$. There is one special country, which is unbounded; the other countries are bounded. The unbounded country most often does not play any special role; we can make any other country $p$ unbounded by applying an inversion with respect to a circle contained in $p$.

A planar map is called a triangulation if every country is bounded by a triangle. Note that a triangulation may have parallel edges, but two parallel edges cannot bound a country. In every simple planar map $G$ we can introduce new edges to turn all countries into triangles while keeping the graph simple.

If the planar map is connected (which we are going to assume most of the time), then every country is homeomorphic to an open disk, except for the unbounded country, which is homeomorphic to an open ring. Each country has a boundary consisting of a cyclic sequence of edges. An edge can occur twice in the boundary sequence; this happens if and only if it is a cut-edge (isthmus) of the multigraph. If the multigraph is 2-edge-connected, then no boundary sequence contains a repetition, and if it is 2-node-connected, then every boundary is a (simple) cycle. The country also defines a cyclic sequence of nodes; a node my occur many times in this sequence. Each occurrence of a node in this sequence is called a corner. In other
words, a corner is defined by two edges of the boundary of the country, called the edges of the corner, which are consecutive in the cyclic order along the boundary, but also in the cyclic order of the edges around the node. These two edges are different except if the corner is a node of degree 1.


Figure 2.1. A planar map and its dual.
Every connected planar map $G$ has a dual map $G^{*}=\left(V^{*}, E^{*}\right)$ (Figure 2.1). As an abstract graph, this can be defined as the multigraph whose nodes are the countries of $G$, and if two countries share $k$ edges, then we connect them in $G^{*}$ by $k$ edges. So each edge $e \in E$ will correspond to a unique edge $e^{*}$ of $G^{*}$, and vice versa; hence $\left|E^{*}\right|=|E|=m$. If the same country is incident with $e$ from both sides, then $e^{*}$ is a loop. For a country $p$, we denote by $\operatorname{deg}(p)$ its degree in the dual map. This is the number of edges on its boundary, with the addition that if the boundary passes an edge twice, then this edge is counted twice in $\operatorname{deg}(v)$.

This dual map has a natural drawing in the plane: in the interior of each country $F$ of $G$ we select a point $v_{F}$ (which can be called its capital), and on each edge $e \in E$ we select a point $u_{e}$ (this will not be a node of $G^{*}$, just an auxiliary point). We connect $v_{F}$ to the points $u_{e}$ for each edge on the boundary of $F$ by nonintersecting Jordan curves inside $F$. If the boundary of $F$ goes through $e$ twice (i.e., both sides of $e$ belong to $F$ ), then we connect $v_{F}$ to $u_{e}$ by two curves, entering $e$ from two sides. The two curves entering $u_{e}$ form a single Jordan curve representing the edge $e^{*}$. It is not hard to see that each country of $G^{*}$ will contain a unique node of $G$, and so $\left(G^{*}\right)^{*}=G$. Contracting an edge that is not a loop in a planar map corresponds to deleting it from the dual, and vice versa.

Often we will need an orientation of $G$. Then each (oriented) edge $e \in E$ has a tail $\mathrm{tl}(e) \in V$, a head $\mathrm{hd}(e) \in V$, a right shore $\mathrm{rs}(e) \in V^{*}$, and a left shore $\operatorname{ls}(e) \in V^{*}$. There is a natural way to define an orientation of the dual map $G^{*}=\left(V^{*}, E^{*}\right)$, so that the dual edge $e^{*} \in E^{*}$ crosses the corresponding edge $e \in E$ from left to right. The dual of the dual of an oriented map is not the original map, but the original map with its orientation reversed.

From a planar map, we can create further planar maps that are often useful. The lozenge map $G^{\diamond}=\left(V^{\diamond}, E^{\diamond}\right)$ of a planar map $G$ is defined by $V^{\diamond}=V \cup V^{*}$, where we connect $p \in V$ to $i \in V^{*}$ if $p$ is a node of country $i$. So $G^{\diamond}$ has an edge for every corner of $G$. We do not connect two nodes in $V$ nor in $V^{*}$, so $G^{\diamond}$ is a bipartite graph. It is easy to see that $G^{\diamond}$ is planar.

The dual map of the lozenge map is also interesting. It is called the medial map of $G$, denoted by $G^{\bowtie}$, and it can be described as follows: we subdivide each
edge by a new node; these will be the nodes of the medial map. For every corner of every country, we connect the two nodes on the two edges bordering this corner by a Jordan curve inside the country (Figure 2.2). The medial graph has two kinds of countries: those corresponding to nodes of $G$ and those corresponding to countries of $G$. Thus the countries of $G^{\bowtie}$ can be two-colored so that every edge separates countries of different colors. This of course is equivalent to saying that $G^{\diamond}$ is bipartite.


Figure 2.2. The dual map, the lozenge map and the medial map of a part of a planar map.

We can avoid the complications of the exceptional unbounded country if we consider maps on the sphere. Every planar map can be projected onto the sphere by inverse stereographic projection (Figure 2.3, see also Appendix A.4.2, and vice versa. Often this leads to simpler statements, since one does not need to distinguish an unbounded country. (On the other hand, it is easier to follow arguments in the plane.)


Figure 2.3. Projecting a planar map onto the sphere by inverse stereographic projection.
2.1.2. Euler's Formula. We often need the following basic identity for connected planar maps, called Euler's Formula (where $n$ denotes the number of nodes, $m$ denotes the number of edges, and $f$ denotes the number of countries):

$$
\begin{equation*}
n-m+f=2 \tag{2.1}
\end{equation*}
$$

This follows easily from the observation that if we take a spanning tree of a planar map, then those edges of the dual graph which correspond to edges outside this tree form a spanning tree of the dual graph (Figure 2.4). The spanning tree has $n-1$ edges, the spanning tree of the dual has $f-1$ edges, whence $(n-1)+(f-1)=m$.


Figure 2.4. Spanning trees in two planar graphs, and the corresponding spanning trees in their duals. For the grid on the right, the broken edges emanating through the boundary go to the capital of the unbounded country, which is not shown.

Let us mention some important consequences of Euler's Formula. For a simple planar map, each country has at least 3 edges, and adding these up, we count every edges twice. So we have $2 m \geq 3 f=3(m+2-n)$, and rearranging, we get

$$
\begin{equation*}
m \leq 3 n-6 \tag{2.2}
\end{equation*}
$$

If, in addition, the graph has no triangles, then a similar simple counting argument gives that

$$
\begin{equation*}
m \leq 2 n-4 \tag{2.3}
\end{equation*}
$$

From these inequalities it is easy to derive the following fact.
Proposition 2.1. Every simple planar graph has a node with degree at most 5, and every triangle-free simple planar graph has a node with degree at most 3 .

From (2.2) and $(2.3)$ it follows immediately that the "Kuratowski graphs" $K_{5}$ and $K_{3,3}$ (see Figure 2.5) are not planar. This observation leads to the following characterization of planar graphs.

Theorem 2.2 (Kuratowski's Theorem). A graph $G$ is embeddable in the plane if and only if it does not contain a subgraph homeomorphic to the complete graph $K_{5}$ or the complete bipartite graph $K_{3,3}$.


Figure 2.5. The two Kuratowski graphs. The two drawings on the right show that both graphs can be drawn in the plane with a single crossing.

To show a further typical application of Euler's Formula, we prove a lemma, which will be useful in several arguments later on. In a planar map whose edges are 2-colored, we call a node quiet if the edges of each color emanating from it are consecutive in the cyclic order of the embedding.
Lemma 2.3. In every simple planar map whose edges are 2-colored there are at least two quiet nodes.

Proof. We may assume that the graph is 3-connected: we can add edges to make it 3-connected, and color them arbitrarily; a quiet node in the extended graph is quiet in the original graph as well. We call a corner bicolored, if its two edges are differently colored. We are going to estimate the number $N$ of bicolored corners and the number $h$ of quiet nodes in two different ways.

If a node $v$ is not quiet, then the color of edges incident with it changes at least four times in their cyclic order according to the embedding. (In particular, every such node must have degree at least four.) This means that $v$ is incident with at least 4 bicolored corners, nd hence

$$
\begin{equation*}
N \geq 4(n-h) \tag{2.4}
\end{equation*}
$$

On the other hand, let $f_{r}$ be the number of countries with $r$ edges on their boundary. The maximum number of bicolored corners of a country with $r$ edges is

$$
\begin{cases}r-1, & \text { if } r \text { is odd } \\ r, & \text { if } r \text { is even. }\end{cases}
$$

Thus the number of bicolored corners is at most

$$
\begin{equation*}
N \leq 2 f_{3}+4 f_{4}+4 f_{5}+6 f_{6}+6 f_{7}+\ldots \tag{2.5}
\end{equation*}
$$

Using the trivial identities

$$
f=f_{3}+f_{4}+f_{5}+\ldots \quad \text { and } \quad 2 m=3 f_{3}+4 f_{4}+5 f_{5}+\ldots
$$

we get by Euler's formula

$$
\begin{aligned}
N & \leq 2 f_{3}+4 f_{4}+4 f_{5}+6 f_{6}+6 f_{7}+\cdots \leq 2 f_{3}+4 f_{4}+6 f_{5}+8 f_{6}+\ldots \\
& =4 m-4 f=4 n-8
\end{aligned}
$$

By (2.4), it follows that $h \geq 2$.
2.1.3. 3-connected planar graphs. Among planar graphs, 3-connected planar graphs are especially important. We start with a simple but useful fact. A cycle $C$ in a graph $G$ is called separating, if either it has a chord, or $G \backslash V(C)$ has at least two connected components. (We can think of considering every chord of $C$ as a connected component of the point set $G \backslash C$, where $G$ and $C$ are considered as subsets of the plane.)

Proposition 2.4. In a 3-connected planar graph a cycle bounds a country if and only if it is not separating.

Since to be separating is an intrinsic property of a cycle in the graph (i.e., it does not depend on the way the graph is embedded), this proposition implies:

Corollary 2.5. Every simple 3 -connected planar graph has an essentially unique embedding in the plane in the sense that the set of cycles that bound countries is uniquely determined.

Once we have identified these cycles, gluing a topological disk on each of them, we get a (topological) sphere with the graph embedded in it.

The following related characterization of 3-connected planar graphs was proved in Tutte 1963.
Theorem 2.6. Let $G$ be a 3-connected graph. Then every edge of $G$ is contained in at least two nonseparating cycles. $G$ is planar if and only if every edge is contained in exactly two nonseparating cycles.
2.1.4. Planar separation. The following important theorem is the basis of many recursive algorithms for planar graphs Lipton-Tarjan 1979.

Theorem 2.7 (Planar Separator Theorem). Every planar graph $G$ on $n$ nodes contains a set $S \subseteq V$ such that $|S| \leq \sqrt{8 n}$, and every connected component of $G \backslash S$ has at most $2 n / 3$ nodes.

One can play with the two constants in the bounds on the size of $S$ and the size of the connected components of $G \backslash S$, and many variations and improvements have been found, which we don't discuss here. We will describe a proof based on circle packing, with a weaker bound of $3 n / 4$ on the sizes of the components, but stronger bound $2 \sqrt{n}$ on the size of any component of $G \backslash S$, in Section 5.4 The simple example of a $k \times k$ grid shows that (up to the constants) the theorem is best possible (Exercise 2.10).

### 2.2. Straight line representation

Planarity is defined in terms of embedding the graph in the plane in the topological sense. How "nice" can we make this drawing? We'll talk a lot about this question; but as a warm-up, let us answer the first question that comes to mind: do we need curves to represent the edges in the planar embedding of a graph, or can we get by using straight line segments only? It is clear that to make two parallel edges disjoint (up to their endpoints), at least one of them must bend. The Wagner-Fáry Theorem Wagner 1936, Fáry 1948 shows that this is the only situation that forces bending.

Theorem 2.8. Every simple planar map can be drawn in the plane with straight edges.

Figure 2.6 illustrates the theorem. Since this theorem will follow from several of our later constructions, we do not give the simple induction proof here (which is described in many textbooks and internet sites).


Figure 2.6. Drawing a simple planar map with curvy and straight edges.
2.2.1. Skeletons of polytopes. Let $P$ be a 3-polytope (see Section C.1 for basic terms and facts about polytopes).
Proposition 2.9. The skeleton of every 3-polytope is a 3-connected planar graph.
We describe the simple proof, because this is our first example of how a geometric representation implies a purely graph-theoretic property, namely 3 -connectivity.

Proof. Planarity of $G_{P}$ can be proved by constructing an embedding called the Schlegel diagram of the polytope. Let $F$ be any facet of $P$, and let $x$ be a point that is outside $P$ but very close to an interior point of $F$; more precisely, assume that the plane $\Sigma$ of $F$ separates $x$ from $P$, but for every other facet $F^{\prime}, x$ is on the same side of the plane of $F^{\prime}$ as $P$. Let us project the skeleton of $P$ from $x$ to the plane $\Sigma$. Then we get an embedding of $G_{P}$ in the plane (Figure 2.7).


Figure 2.7. Projecting the skeleton of a polytope into one of the facets.
To see that $G_{P}$ is 3 -connected, it suffices to show that for any four distinct nodes $a, b, c, d$ there is a path from $a$ to $b$ which avoids $c$ and $d$.

If $a, b, c, d$ are not coplanar, then let $\Pi$ be a plane that separates $\{a, b\}$ from $\{c, d\}$. We can connect $a$ and $b$ by a polygon consisting of edges of $P$ that stays on the same side of $\Pi$ as $a$ and $b$, and so avoids $c$ and $d$.

If $a, b, c, d$ are coplanar, let $\Pi$ be a plane that contains them. One of the open halfspaces bounded by $\Pi$ contains at least one vertex of $P$. We can then connect $a$ and $b$ by a polygon consisting of edges of $P$ that stays on this side of $\Pi$ (except for its endpoints $a$ and $b$ ), and so avoids $c$ and $d$.

The converse of this last proposition is an important and much more difficult theorem Steinitz 1922]:
Theorem 2.10 (Steinitz's Theorem). A simple graph is isomorphic with the skeleton of a 3-polytope if and only if it is 3-connected and planar.

Figure 2.8 illustrates the theorem. A bijection between the nodes of a simple graph $G$ and the vertices of a convex polytope $P$ in $\mathbb{R}^{3}$ that gives an isomorphism between $G$ and the skeleton of $P$ is called a Steinitz representation of the graph $G$. We do not prove Steinitz's Theorem right now, but constructions of representations by polytopes (in fact with special properties) will follow from the material in sections 3.2 , 5.2.2 and 16.2 .

There may be many representations of a graph by a 3 -polytope, but the set of these representations, up to reflection, has nice properties (among others, it


Figure 2.8. Representing a 3-connected planar map by a polytope.
is connected in the topological sense). In higher dimensions graphs that can be represented as skeletons of polytopes are not characterized, and the set of representations of one and the same graph can be very complicated. We refer to Richter-Gebert 1996 for an in-depth presentation of this problem.

The construction of the planar embedding of $G_{P}$ in the proof of Proposition 2.9 gives an embedding with straight edges. Therefore Steinitz's Theorem also proves the Fáry-Wagner theorem, at least for 3-connected graphs. It is easy to see that the general case can be reduced to this by adding new edges so as to make the graph 3-connected (see Exercise 2.1).

Finally, we note that the Steinitz representation is also related to planar duality.
Proposition 2.11. Let $P$ be a convex polytope in $\mathbb{R}^{3}$ with the origin in its interior, and let $P^{*}$ be its polar. Then the skeletons $G_{P}$ are $G_{P^{*}}$ are dual planar graphs.
2.2.2. Voronoi and Delaunay diagrams. We define two related important constructions. Both of them can be generalized to any dimension, but we start in the plane, since this is the version leading to straight line embedded planar graphs.

Let $S \subseteq \mathbb{R}^{2}$ be a finite set. For every $\mathbf{s} \in S$ we define the Voronoi cell $V_{\mathbf{s}}$ consisting of those points $\mathbf{v} \in V$ for which $\mathbf{s} \in S$ is a point of $S$ closest to $\mathbf{v}$. It is easy to see that Voronoi cells are convex polygons, whose interiors are disjoint, and which cover the whole plane; some cells will be unbounded (Figure 2.9, left). The collection of Voronoi cells is the Voronoi diagram. Each cell contains a single point of $S$, which we call its capital.

The intersection of two Voronoi cells is a convex subset of the perpendicular bisector of the segment connecting their capitals, and hence this intersection may be a semiline, a segment, a point, or the empty set. If it is a semiline or a segment, we call it an edge of the diagram. The intersection of three cells can be a single point or empty; if it is a single point, we call it a vertex. For every vertex $\mathbf{x}$, the capitals of those cells containing it are at the same distance from $\mathbf{x}$, and so they form a convex polygon, and the vertex is the center of the circumscribed circle of this polygon.

This way, the Voronoi cells define a planar graph, together with a straight line embedding in the plane, with the caveat that we need to create a "vertex at infinity", and think of each semiline edge as ending at this new vertex. We call this graph $G$ the Voronoi graph defined by $S$.

The dual graph $G^{*}$ of the Voronoi graph $G$, called the Delaunay graph on $S$, is also very interesting. Its nodes are the points in the starting set $S$, and two of these nodes $\mathbf{u}$ and $\mathbf{v}$ are connected by an edge if the two Voronoi cells share an edge.


Figure 2.9. Left: the Voronoi and Delaunay diagrams of a set of points in the plane, as duals of each other. (Two vertices of the Voronoi graph are not shown: a vertex way down, and the "vertex at infinity". Right: the Delaunay graph and the circumscribed circles of its countries.

The circle about any internal point $\mathbf{y}$ of this edge, going through the two nodes, contains no further point of $S$ in its interior or boundary: indeed, the cell defined by such a point would contain $\mathbf{y}$ in its interior or on its boundary, so $\mathbf{y}$ could not be in the cell of $\mathbf{u}$, or there would be a third cell containing $\mathbf{y}$.

This leads to an alternative definition of the Delaunay graph: we connect two points of $S$ by an edge if and only if there is a circle through both of them that contains not third point of $S$ in its interior or on its boundary. In particular, every edge of the convex hull of $S$ is subdivided by the points of $S$ it contains, to give a path in $G^{*}$.

Circles around a vertex $\mathbf{x}$ of the Voronoi graph that go through the nearest points of $S$ contain three or more points of $S$. These points form a convex polygon, which is the country of the Delaunay graph corresponding to $\mathbf{x}$ under duality. So every bounded country of the Delaunay graph has a circumscribed circle.

Remark 2.12. We can generalize these constructions to Euclidean spaces of any dimension. For every finite set $S \subseteq \mathbb{R}^{d}$, and every subset $T \subseteq S$, we say that $T$ is a Delaunay cell if there is a point $\mathbf{x} \in \mathbb{R}^{d}$ such that the set of points of $S$ closest to $\mathbf{x}$ is exactly $T$. The Voronoi cell corresponding to this Delaunay cell is the set of all such points $\mathbf{x}$. The dimensions of a Voronoi cell and of the corresponding Delaunay cell are inversely related: they sum to $d+1$. These cells have many nice geometric properties (for example, they are convex polyhedra; see Exercise 2.13.

The definitions above can be generalized to any metric space $(V, d)$, but we only need a simplified form in this book. We define the Voronoi partition induced by a finite set $S \subseteq V$ as the partition that has a partition class $V_{s}$ for each $s \in S$, and every point $v \in V$ is put in a class $V_{s}$ for which $s \in S$ is a point of $S$ closest to $v$. Ties can be broken arbitrarily. The partition classes in the Voronoi partitions will not be so nice in general: see Figure 2.10 for the Euclidean and $\ell_{1}$ ("Manhattan") distance in the plane. The construction is useful nevertheless.

Exercise 2.1. Let $G$ be a simple planar graph. Prove that you can add edges to $G$ so that you make it 3-connected while keeping it simple and planar.


Figure 2.10. Voronoi cells of a finite point set in the plane in the Euclidean and in the Manhattan distance

Exercise 2.2. (a) Prove Euler's Formula. (b) Find a relationship between the numbers of nodes, edges and countries of a map in the projective plane and on the torus.
Exercise 2.3. Let $G$ be a planar map and $H$, a spanning subgraph of $G$. Let $H^{*}$ denote the spanning subgraph of the dual map $G^{*}$ consisting of those edges in $E\left(G^{*}\right)$ that are not crossed by any edge of $H$. Prove that the number of components in $H$ and $H^{*}$ are related by $c\left(H^{*}\right)=c(H)+|E(H)|-|V(G)|+1$.
Exercise 2.4. Let $G$ be a simple 3-connected planar map. Prove that we can assign each corner either to its country or to its node so that each country is assigned to 2 corners, two nodes are not assigned to any corner, and each of the remaining nodes is assigned to 2 corners.
Exercise 2.5. Construct a 2-connected simple planar graph on $n$ nodes which has an exponential (in $n$ ) number of different embeddings in the plane. (Recall: two embeddings are considered different if there is a cycle that is the boundary cycle of a country in one embedding but not in the other.)
Exercise 2.6. Prove that in every simple graph embedded in the projective plane whose edges are 2-colored, there is at least one quiet node. No quiet node can be guaranteed on the torus.
Exercise 2.7. (a) Let $L$ be a finite set of lines in the plane, no two of which are parallel, and not all going through the same point. Prove that there is a point where exactly two lines in $L$ go through.
(b) Let $S$ be a finite set of points in the plane, not all on a line. Prove that there is a line which goes through exactly two points in $S$.

Exercise 2.8. Let $G$ be a triangulation of the plane. (a) Prove that $G$ has an edge which is contained in two triangles only. (b) Prove the Wagner-Fáry Theorem 2.8 based on (a).

Exercise 2.9. (a) Let $L$ be a finite set of lines in the plane, not going through the same point. Color these lines red and blue. Prove that there is a point where at least two lines in $L$ intersect and all the lines through this point have the same color.
(b) Let $S$ be a finite set of points in the plane, not all on a line. Color these points red and blue. Prove that there is a line which goes through at least two points in $S$ and all whose points have the same color.
Exercise 2.10. If $G$ is a $k \times k$ grid, then every set $S$ of nodes separating $G$ into parts smaller that $(1-c) k^{2}$ has at least $\sqrt{2 c} k$ nodes.
Exercise 2.11. The skeleton of every $d$-polytope is $d$-connected.

Exercise 2.12. The skeleton of every $d$-polytope has a $K_{d+1}$ minor Grünbaum-Motzkin 1963]).
Exercise 2.13. Prove that Voronoi cells are convex polyhedra in every dimension, and every face of a Voronoi cell is itself a Voronoi cell.
Exercise 2.14. Let $S$ be a finite set in the $x-y$ plane. Introduce a third coordinate $z$, consider the set $S^{\prime}$ of points ( $x, y, x^{2}+y^{2}$ ) in 3 -space, where $(x, y) \in S$, and the convex hull $P=\operatorname{conv}\left(S^{\prime}\right)$. Prove that projecting those facets of $P$ to the $x-y$ plane whose outer normal points "down", you get exactly the bounded countries of the Delaunay graph on $S$.

## CHAPTER 3

## Rubber Bands

### 3.1. Energy, forces, and centers of gravity

Let us start with an informal description. Let $G$ be a connected graph. Replace the edges by ideal rubber bands (satisfying Hooke's Law). Think of the nodes in a nonempty subset $S \subseteq V$ as nailed to given positions in $d$-space (thinking of the plane, $d=2$, will be enough for a while), but let the other nodes settle in equilibrium (Figure 3.1). (We are going to see that this equilibrium position is uniquely determined.) The nodes in $S$ will be called nailed, and the other nodes, free. We call this equilibrium position of the nodes the rubber band representation of $G$ in $\mathbb{R}^{d}$ extending the representation of the nailed nodes. We represent the edges by straight line segments (the rubber bands don't get tangled).


Figure 3.1. Rubber band representation of a planar graph and of the Petersen graph.

To make this precise, let $\mathbf{u}_{i}=\left(u_{i 1}, \ldots, u_{i d}\right)^{\top} \in \mathbb{R}^{d}$ be the position of node $i \in V$. By definition, $\mathbf{u}_{i}=\overline{\mathbf{u}}_{i}$ is prescribed for $i \in S$, but arbitrary for the remaining nodes. The energy of this representation is defined as

$$
\begin{equation*}
\mathcal{E}(\mathbf{u})=\sum_{i j \in E}\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|^{2}=\sum_{i j \in E} \sum_{k=1}^{d}\left(u_{i k}-u_{j k}\right)^{2} \tag{3.1}
\end{equation*}
$$

We want to find the representation with minimum energy, subject to the boundary conditions:

$$
\begin{align*}
& \operatorname{minimize} \mathcal{E}(\mathbf{u}) \\
& \text { subject to } \mathbf{u}_{i}=\overline{\mathbf{u}}_{i} \text { for all } i \in S \tag{3.2}
\end{align*}
$$

Note that while we use phrases like energy, the representation is defined in exact mathematical terms.

Lemma 3.1. The function $\mathcal{E}: \mathbb{R}^{d \times(V \backslash S)} \rightarrow \mathbb{R}$ is strictly convex.
Proof. In (3.1), every function $\left(u_{i k}-u_{j k}\right)^{2}$ is convex, so $\mathcal{E}$ is convex. Furthermore, moving along an (affine) line in $\mathbb{R}^{d \times(V \backslash S)}$, this function is strictly convex unless $u_{i k}-u_{j k}$ remains constant along this line. If this applies to each coordinate of each edge, then moving along the line means parallel translation of the vectors $\mathbf{u}_{i}$, which is impossible if at least one node is nailed.

It is trivial that if any of the vectors $\mathbf{u}_{i}$ tends to infinity, then $\mathcal{E}(\mathbf{u})$ tends to infinity (still assuming the boundary conditions 3.2 hold, where $S$ is nonempty). Together with Lemma 3.1, this implies that the representation with minimum energy is uniquely determined. If $i \in V \backslash S$, then for the representation minimizing the energy, the partial derivative of $\mathcal{E}(\mathbf{u})$ with respect to any coordinate of $\mathbf{u}_{i}$ must be 0 :

$$
\begin{equation*}
\sum_{j \in N(i)}\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)=0 \quad(i \in V \backslash S) \tag{3.3}
\end{equation*}
$$

We can rewrite this as

$$
\begin{equation*}
\mathbf{u}_{i}=\frac{1}{\operatorname{deg}(i)} \sum_{j \in N(i)} \mathbf{u}_{j} \tag{3.4}
\end{equation*}
$$

This equation means that every free node is placed in the center of gravity of its neighbors. Equation (3.3) has a nice physical meaning: the rubber band connecting $i$ and $j$ pulls $i$ with force $\mathbf{u}_{j}-\mathbf{u}_{i}$, so (3.3) states that the forces acting on $i$ sum to 0 (as they should at the equilibrium). It is easy to see that (3.3) characterizes the equilibrium position.

We will return to the 1-dimensional case of rubber band representations in Chapter 4, studying harmonic functions on a graph. In those terms, equation (3.4) asserts that every coordinate function is harmonic at every free node.

It will be useful to extend the rubber band construction to the case when the edges of $G$ have arbitrary positive weights (or "strengths"). Let $c_{i j}>0$ denote the strength of the edge $i j$. We define the energy function of a representation $\mathbf{u}$ by

$$
\begin{equation*}
\mathcal{E}_{c}(\mathbf{u})=\sum_{i j \in E} c_{i j}\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|^{2} . \tag{3.5}
\end{equation*}
$$

The simple arguments above remain valid: $\mathcal{E}_{c}$ is strictly convex if at least one node is nailed, there is a unique optimum, and for the optimal representation every $i \in V \backslash S$ satisfies

$$
\begin{equation*}
\sum_{j \in N(i)} c_{i j}\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)=0 \tag{3.6}
\end{equation*}
$$

This can be rewritten as

$$
\begin{equation*}
\mathbf{u}_{i}=\frac{1}{\sum_{j \in N(i)} c_{i j}} \sum_{j \in N(i)} c_{i j} \mathbf{u}_{j} \tag{3.7}
\end{equation*}
$$

Thus $\mathbf{u}_{i}$ is no longer at the center of gravity of its neighbors, but it is still a convex combination of them with positive coefficients. In particular, it is in the relative interior of the convex hull of its neighbors.

### 3.2. Rubber bands, planarity and polytopes

3.2.1. How to draw a graph? The rubber band method was first analyzed in Tutte 1963. In this classical paper he describes how to use "rubber bands" to draw a 3 -connected planar graph with straight edges and convex countries.

Let $G$ be a 3 -connected planar graph, and let $p_{0}$ be any country of it. Let $C_{0}$ be the cycle bounding $p_{0}$. Let us nail the nodes of $C_{0}$ to the vertices of a convex polygon $P_{0}$ in the plane, in the appropriate cyclic order, and let the rest find its equilibrium. We draw the edges of $G$ as straight line segments connecting the appropriate endpoints. Figure 3.2 shows the rubber band representation of the skeletons of the five platonic bodies.


Figure 3.2. Rubber band representations of the skeletons of platonic bodies

By the above, we know that each node not on $C_{0}$ is positioned at the center of gravity of its neighbors. Tutte's main result about this representation is the following:
Theorem 3.2. If $G$ is a simple 3-connected planar graph, then every rubber band representation of $G$ (with the nodes of a particular country $p_{0}$ nailed to a convex polygon) gives a straight-line embedding of $G$ in the plane. In addition, each country is a convex polygon.

Proof. Let $\mathbf{u}: V \rightarrow \mathbb{R}^{2}$ be this rubber band representation of $G$. Let $\ell$ be a line intersecting the interior of the polygon $P_{0}$, and let $U_{0}, U_{1}$ and $U_{2}$ denote the sets of nodes of $G$ mapped on $\ell$ and on the two (open) sides of $\ell$, respectively. The key to the proof is the following claim.
Claim 1. The sets $U_{1}$ and $U_{2}$ induce connected subgraphs of $G$.
Let us prove this for $U_{1}$. Clearly the nodes of the outer cycle $p_{0}$ in $U_{1}$ form a (nonempty) path $P_{1}$. We may assume that $\ell$ does not go through any node (by shifting it very little in the direction of $U_{1}$ ) and that it is not parallel to any line connecting two distinct positions (by rotating it with a small angle). Let $a \in U_{1} \backslash V\left(C_{0}\right)$, we show that it is connected to $P_{1}$ by a path in $U_{1}$. Since $\mathbf{u}_{a}$ is a convex combination of the positions of its neighbors, it must have a neighbor $a_{1}$
such that $\mathbf{u}_{a_{1}}$ is in $U_{1}$ and at least as far away from $\ell$ as $\mathbf{u}_{a}$. By our assumption that $\ell$ is not parallel to any edge, either $\mathbf{u}_{a_{1}}$ is strictly farther from $\ell$ than $\mathbf{u}_{a}$, or $\mathbf{u}_{a_{1}}=\mathbf{u}_{a}$.

At this point, we have to deal with an annoying degeneracy. There may be several nodes represented by the same vector $\mathbf{u}_{a}$ (later it will be shown that this does not occur). Consider all nodes represented by $\mathbf{u}_{a}$, and the connected component $H$ containing $a$ of the subgraph of $G$ induced by these nodes. If $H$ contains a nailed node, then it contains a path from $a$ to $P_{1}$, all in $U_{1}$. Else, there must be an edge connecting a node $a^{\prime} \in V(H)$ to a node outside $H$ (since $G$ is connected). Since the system is in equilibrium, $a^{\prime}$ must have a neighbor $a_{1}$ such that $\mathbf{u}_{a_{1}}$ is farther away from $\ell$ than $\mathbf{u}_{a}=\mathbf{u}_{a^{\prime}}$ (here we use again that no edge is parallel to $\ell$ ). Hence $a_{1} \in U_{1}$, and thus $a$ is connected to $a_{1}$ by a path in $U_{1}$.

Either $a_{1}$ is nailed (and we are done), or we can find a node $a_{2} \in U_{1}$ such that $a_{1}$ is connected to $a_{2}$ by a path in $U_{1}$, and $\mathbf{u}_{a_{2}}$ is farther from $\ell$ than $\mathbf{u}_{a_{1}}$, etc. This way we get a path $Q$ in $G$ that starts at $a$, stays in $U_{1}$, and eventually must hit $P_{1}$. This proves the claim (Figure 3.3).


Figure 3.3. Left: every line cuts a rubber band representation into connected parts. Right: Each node on a line must have neighbors on both sides of the line.

Next, we exclude some possible degeneracies. (We are not assuming any more that no edge is parallel to $\ell$ : this assumption could be made for the proof of Claim 1 only.)
Claim 2. Every node $u \in U_{0}$ has neighbors both in $U_{1}$ and $U_{2}$.
This is trivial if $u \in V\left(C_{0}\right)$, so suppose that $u$ is a free node. If $u$ has a neighbor in $U_{1}$, then it must also have a neighbor in $U_{2}$; this follows from the fact that $\mathbf{u}_{u}$ is the center of gravity of the points representing its neighbors. So it suffices to prove that not all neighbors of $u$ are contained in $U_{0}$.

Let $T$ be the set of nodes $u \in U_{0}$ with $N(u) \subseteq U_{0}$, and suppose that this set is nonempty. Consider a connected component $H$ of $G[T]$ ( $H$ may be a single node), and let $S$ be the set of neighbors of $H$ outside $H$. Since $V(H) \cup S \subseteq U_{0}$, the set $V(H) \cup S$ cannot contain all nodes, and hence $S$ is a cutset. Thus $|S| \geq 3$ by 3-connectivity.

If $a \in S$, then $a \in U_{0}$ by the definition of $S$, but $a$ has a neighbor not in $U_{0}$, and so it has neighbors in both $U_{1}$ and $U_{2}$ by the argument above (see Figure 3.3). The set $V(H)$ induces a connected graph by definition, and $U_{1}$ and $U_{2}$ induce connected
subgraphs by Claim 1. So we can contract these sets to single nodes. These three nodes will be adjacent to all nodes in $S$. So we have contracted $G$ to $K_{3,3}$, which is a contradiction, since $G$ is planar. This proves Claim 2.
Claim 3. Every country has at most two nodes in $U_{0}$.
Suppose that $a, b, c \in U_{0}$ are nodes of a country $p$. Clearly $p \neq p_{0}$. Let us create a new node $d$ and connect it to $a, b$ and $c$; the resulting graph $G^{\prime}$ is still planar. On the other hand, the same argument as in the proof of Claim 1 (with $V(H)=d$ and $S=\{a, b, c\}$ ) shows that $G^{\prime}$ has a $K_{3,3}$ minor, which is a contradiction.
Claim 4. Let $p$ and $q$ be the two countries sharing an edge $a b$, where $a, b \in U_{0}$. Then $V\left(p_{1}\right) \backslash\{a, b\} \subseteq U_{1}$ and $V\left(p_{2}\right) \backslash\{a, b\} \subseteq U_{2}$ (or the other way around).

Suppose not, then $p$ has a node $c \neq a, b$ and $q$ has a node $d \neq a, b$ such that (say) $c, d \in U_{1}$. (Note that $c, d \notin U_{0}$ by Claim 3.) By Claim 1, there is a path $P$ in $U_{1}$ connecting $c$ and $d$ (Figure 3.4). Claim 2 implies that both $a$ and $b$ have neighbors in $U_{2}$, and again Claim 1 , these can be connected by a path in $U_{2}$. This yields a path $P^{\prime}$ connecting $a$ and $b$ whose inner nodes are in $U_{2}$. By their definition, $P$ and $P^{\prime}$ are node-disjoint. But look at any planar embedding of $G$ : the edge $a b$, together with the path $P^{\prime}$, forms a Jordan curve that does not go through $c$ and $d$, but separates them, so $P$ cannot exist.


Figure 3.4. Two adjacent countries having nodes on the same side of $\ell$ in the rubber band representation (left), and the supposeedly disjoint paths in the planar embedding (right).

Claim 5. The boundary of every country $q$ is mapped onto a convex polygon $P_{q}$.
This is immediate from Claim 4 , since no edge of a country, extended to a line, can intersect its interior.
Claim 6. The interiors of the polygons $P_{q}\left(q \neq p_{0}\right)$ are disjoint.
Let $\mathbf{x}$ be a point inside $P_{p_{0}}$, we want to show that it is covered by one $P_{q}$ only. Clearly we may assume that $\mathbf{x}$ is not on the image of any edge. Draw a line through $\mathbf{x}$ that does not go through the position of any node, and see how many times its points are covered by interiors of such polygons. As we enter $P_{p_{0}}$, this number is clearly 1. Claim 4 says that as the line crosses an edge, this number does not change. So $\mathbf{x}$ is covered exactly once.

Now the proof is essentially finished. Suppose that the images of two edges have a common point (other than their common endpoints). Then two of the countries
incident with them would have a common interior point, which is a contradiction except if these countries are the same, and the two edges are consecutive edges of this country.

Before going on, let's make a couple of remarks about this drawing method. The key step, namely Claim 1, is very similar to a basic fact concerning convex polytopes, mentioned in Appendix C.1 that every hyperplane intersecting the interior of the polytope cuts the skeleton into connected parts. Note that the proof of Claim 1 did not make use of the planarity of $G$ (see Exercise 3.4, and also Section 16.5.

Tutte's method, as described above, is a very efficient procedure to find straightline embeddings of 3 -connected planar graphs in the plane. These embeddings look nice for many graphs (as our figures show), but they may have bad parts, like points getting too close. Figure 3.5 shows a simple situation in which positions of nodes get exponentially close to each other and to the midpoint of an edge. You may play with the edge weights, but finding a good weighting adds substantially to the algorithmic cost.


Figure 3.5. The rubber band representation can lead to crowding of the nodes. Each node on the middle line will be placed at or below the center of gravity of the triangle formed by the lower edge and the node immediately above it. So the distance between the $k$-th node from the top and the lower edge decreases faster than $3^{-k}$.

A reasonable way to exclude nodes being positioned too close is to require that their coordinates are integers. Then the question is, of course, how to minimize these coordinates. In which rectangles $[0, a] \times[0, b]$ can every planar graph on $n$ nodes be squeezed in so that we still get a straight line embedding? It turns out that this can be achieved with $a, b=O(n)$ Fraysseix-Pach-Pollack 1990, Schnyder 1990, with several good bounds on the appropriate pairs $(a, b)$ Chrobak-Nakano 1998.

Representing edges by straight lines is not always the most important format of useful drawings. In some very important applications of planar embedding, most notably the design of integrated circuits (chips), the goal is to embed the graph in a grid, so that the nodes are drawn on gridpoints, and the edges are drawn as zig-zagging grid paths. (Of course, we must assume that no degree is larger than 4.) This way all nonzero distances between nodes and/or edges are automatically at least 1 (the edge-length of the grid). Besides trying to minimize the size or area of the grid in which the embedding lies, it is very natural (and
practically important) to minimize the number of bends. The good news is that this can be achieved within a very reasonable area $\left(O\left(n^{2}\right)\right)$ and with $O(n)$ bends Tamassia 1987, Tamassia-Tollis 2014. See the Handbook of Graph Drawing and Visualization Tamassia 2014] for details.
3.2.2. How to lift a graph? An old construction of Cremona and Maxwell can be used to "lift" Tutte's rubber band representation to a Steinitz representation. We begin with analyzing the reverse procedure: projecting a convex polytope onto a face. This procedure is similar to the construction of the Schlegel diagram from Section 2.2 but we consider orthogonal projection instead of projection from a point.

Let $P$ be a convex 3 -polytope, let $F$ be one of its faces, and let $\Sigma$ be the plane containing $H$. Suppose that for every vertex $\mathbf{v}$ of $P$, its orthogonal projection onto $H$ is an interior point of $F$; we say that the polytope $P$ is straight over the face $F$.

Theorem 3.3. (a) Let $P$ be a 3-polytope that is straight over its face $F$, and let $G$ be the orthogonal projection of the skeleton of $P$ onto the plane of $F$. Then we can assign positive strengths to the edges of $G$ so that $G$ will be the rubber band representation of the skeleton with the vertices of $F$ nailed.
(b) Let $G$ be a 3-connected planar graph, and let $T$ be a triangular country of $G$, and let $\Delta$ be a triangle in a plane $\Sigma$. Then there is a convex polytope $P$ in 3-space such that $T$ is a face of $P$, and the orthogonal projection of $P$ onto the plane $\Sigma$ gives the rubber band representation of $G$ obtained by nailing $T$ to $\Delta$.

In other words (b) says that we can assign a number $\eta_{i} \in \mathbb{R}$ to each node $i \in V$ such that $\eta_{i}=0$ for $i \in V(T), \eta_{i}>0$ for $i \in V \backslash V(T)$, and the mapping

$$
i \mapsto \mathbf{v}_{i}=\binom{\mathbf{u}_{i}}{\eta_{i}}=\left(\begin{array}{c}
u_{i 1} \\
u_{i 2} \\
\eta_{i}
\end{array}\right) \in \mathbb{R}^{3}
$$

is a Steinitz representation of $G$.
Example 3.4 (Triangular Prism). Consider the rubber band representation of a triangular prism (or of a triangular frustum, a truncated tetrahedron) in Figure 3.6. left. If this is an orthogonal projection of a convex polyhedron, then the lines of the three edges pass through one point: the point of intersection of the planes of the three quadrangular faces. It is easy to see that this condition is necessary and sufficient for the picture to be a projection of a triangular frustum. To see that it is satisfied by a rubber band representation, it suffices to note that the inner triangle is in equilibrium, and this implies that the lines of action of the forces acting on it must pass through one point.

Now we are ready to prove theorem 3.3 .
Proof. (a) Let's call the plane of the face $F$ "horizontal", spanned by the first two coordinate axes, and the third coordinate direction "vertical", so that the polytope is "above" the plane of $F$. For each face $p$, let $\mathbf{g}_{p}$ be a normal vector. Since no face is vertical, no normal vector $\mathbf{g}_{p}$ is horizontal, and hence we can normalize $\mathbf{g}_{p}$ so that its third coordinate is 1 . Clearly for each face $p, \mathbf{g}_{p}$ will be an outer normal, except for $p=F$, when $\mathbf{g}_{p}$ is an inner normal (Figure 3.6).


Figure 3.6. Left: The rubber band representation of a triangular prism is the projection of a polytope. Right: Vertical projection of a polytope into one of its faces.

Write $\mathbf{g}_{p}=\binom{\mathbf{h}_{p}}{1}$. Let $i j$ be any edge of $G$, and let $p$ and $q$ be the two countries on the left and right of $i j$. Then

$$
\begin{equation*}
\left(\mathbf{h}_{p}-\mathbf{h}_{q}\right)^{\top}\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)=0 \tag{3.8}
\end{equation*}
$$

Indeed, both $\mathbf{g}_{p}$ and $\mathbf{g}_{q}$ are orthogonal to the edge $\mathbf{v}_{i} \mathbf{v}_{j}$ of the polytope, and therefore so is their difference, and

$$
\left(\mathbf{h}_{p}-\mathbf{h}_{q}\right)^{\top}\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)=\binom{\mathbf{h}_{p}-\mathbf{h}_{q}}{0}^{\top}\binom{\mathbf{u}_{i}-\mathbf{u}_{j}}{\eta_{i}-\eta_{j}}=\left(\mathbf{g}_{p}-\mathbf{g}_{q}\right)^{\top}\left(\mathbf{v}_{i}-\mathbf{v}_{j}\right)=0
$$

We have $\mathbf{h}_{T}=0$, since the face $T$ is horizontal.
Let $R$ denote the counterclockwise rotation in the plane by $90^{\circ}$, then it follows that $\mathbf{h}_{p}-\mathbf{h}_{q}$ is parallel to $R\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)$, and so there are real numbers $c_{i j}$ such that

$$
\begin{equation*}
\mathbf{h}_{p}-\mathbf{h}_{q}=c_{i j} R\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right) \tag{3.9}
\end{equation*}
$$

We claim that $c_{i j}>0$. Let $k$ be any node on the boundary of $p$ different from $i$ and $j$. Then $\mathbf{u}_{k}$ is to the left from the edge $i j$, and hence

$$
\begin{equation*}
\left(\mathbf{u}_{k}-\mathbf{u}_{i}\right)^{\top} R\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)>0 \tag{3.10}
\end{equation*}
$$

Going up to the space, convexity implies that the point $\mathbf{v}_{k}$ is below the plane of the face $q$, and hence $\mathbf{g}_{q}^{\top} \mathbf{v}_{k}<\mathbf{g}_{q}^{\top} \mathbf{v}_{i}$. Since $\mathbf{g}_{p}^{\top} \mathbf{v}_{k}=\mathbf{g}_{p}^{\top} \mathbf{v}_{i}$, this implies that

$$
\begin{equation*}
c_{i j}\left(R\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)\right)^{\top}\left(\mathbf{u}_{k}-\mathbf{u}_{i}\right)=\left(\mathbf{h}_{p}-\mathbf{h}_{q}\right)^{\top}\left(\mathbf{u}_{k}-\mathbf{u}_{i}\right)=\left(\mathbf{g}_{p}-\mathbf{g}_{q}\right)^{\top}\left(\mathbf{v}_{k}-\mathbf{v}_{i}\right)>0 \tag{3.11}
\end{equation*}
$$

Comparing with 3.10, we see that $c_{i j}>0$.
To complete the proof of (a), we argue that the projection of the skeleton is indeed a rubber band embedding with strengths $c_{i j}$, with $F$ nailed. We want to prove that every free node $i$ is in equilibrium, i.e.,

$$
\begin{equation*}
\sum_{j \in N(i)} c_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)=0 \tag{3.12}
\end{equation*}
$$

Using the definition of $c_{i j}$, it suffices to prove that

$$
\sum_{j \in N(i)} c_{i j} R\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)=\sum_{j \in N(i)}\left(\mathbf{h}_{p_{j}}-\mathbf{h}_{q_{j}}\right)=0
$$

where $p_{j}$ is the face to the left and $q_{j}$ is the face to the right of the edge $i j$. But this is clear, since every term occurs once with positive and once with negative sign.

Let us make a remark here that will be needed later. Using that not only $\mathbf{g}_{p}-\mathbf{g}_{q}$, but also $\mathbf{g}_{p}$ is orthogonal to $\mathbf{v}_{j}-\mathbf{v}_{i}$, we get that

$$
0=\mathbf{g}_{p}^{\top}\left(\mathbf{v}_{j}-\mathbf{v}_{i}\right)=\mathbf{h}_{p}^{\top}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)+\eta_{j}-\eta_{i}
$$

and hence

$$
\begin{equation*}
\eta_{j}-\eta_{i}=-\mathbf{h}_{p}^{\top}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right) \tag{3.13}
\end{equation*}
$$

(b) The proof consists of going through the steps of the proof of part (a) in reverse order: given the Tutte representation, we first reconstruct the vectors $\mathbf{h}_{p}$ so that all equations $(3.8)$ are satisfied, then using these, we reconstruct the numbers $\eta_{i}$ so that equations (3.13) are satisfied. It will not be hard to verify then that we get a Steinitz representation.

We need a little preparation to deal with edges on the boundary triangle. Recall that we can think of $\mathbf{F}_{i j}=c_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)$ as the force with which the edge $i j$ pulls its endpoint $i$. Equilibrium means that for every free node $i$,

$$
\begin{equation*}
\sum_{j \in N(i)} \mathbf{F}_{i j}=0 \tag{3.14}
\end{equation*}
$$

This does not hold for the nailed nodes, but we can modify the definition of $\mathbf{F}_{i j}$ along the three boundary edges so that $\mathbf{F}_{i j}$ remains parallel to the edge $\mathbf{u}_{j}-\mathbf{u}_{i}$ and (3.14) will hold for all nodes (this is the only point where we use that the outer country is a triangle). The only complication is that if we write $\mathbf{F}_{i j}=c_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)$ for the boundary edges, then we have to allow negative strengths $c_{i j}$; this will cause not trouble in the computations. The existence of such forces $\mathbf{F}_{i j}$ is natural by a physical argument: let us replace the outer edges by rigid bars, and remove the nails. The whole framework will remain in equilibrium, so appropriate forces must act in the edges $a b, b c$ and $a c$ to keep balance. To translate this to mathematics, one has to work a little; this is left to the reader as Exercise 3.5 .

We claim that we can choose vectors $\mathbf{h}_{p}$ for all countries $p$ so that

$$
\begin{equation*}
\mathbf{h}_{p}-\mathbf{h}_{q}=R \mathbf{F}_{i j} \tag{3.15}
\end{equation*}
$$

if $i j$ is any edge and $p$ and $q$ are the two countries on its left and right. This follows by a "potential argument", which will be used several times in our book. Starting with $\mathbf{h}_{T}=0$, and moving from country to adjacent country, equation 3.15 will determine the value of $\mathbf{h}_{p}$ for every country $p$. What we have to show is that we do not run into contradiction, i.e., if we get to the same country $p$ in two different ways, then we get the same vector $\mathbf{h}_{p}$. This is equivalent to saying that if we walk around a closed cycle of countries, then the total change in the vector $\mathbf{h}_{p}$ is zero. It suffices to verify this when we move around countries incident with a single node. In this case, the condition boils down to

$$
\sum_{i \in N(j)} R \mathbf{F}_{i j}=0
$$

which follows by (3.14). This proves that the vectors $\mathbf{h}_{p}$ are well defined.
Second, we construct numbers $\eta_{i}$ satisfying (3.13) by a similar argument (just working on the dual graph). We set $\eta_{i}=0$ if $i$ is a node of the unbounded country. Equation (3.13) tells us what the value at one endpoint of an edge must be, if we have it for the other endpoint.

One complication is that (3.13) gives two conditions for each difference $\eta_{i}-\eta_{j}$, depending on which country incident with it we choose. But if $p$ and $q$ are the two countries incident with the edge $i j$, then

$$
\mathbf{h}_{p}^{\top}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)-\mathbf{h}_{q}^{\top}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)=\left(\mathbf{h}_{p}-\mathbf{h}_{q}\right)^{\top}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)=\left(R \mathbf{F}_{i j}\right)^{\top}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)=0
$$

since $\mathbf{F}_{i j}$ is parallel to $\mathbf{u}_{i}-\mathbf{u}_{j}$ and so $R \mathbf{F}_{i j}$ is orthogonal to it. Thus the two conditions on the difference $\eta_{i}-\eta_{j}$ are the same.

As before, equation (3.13) determines the values $\eta_{i}$, starting with $\eta_{a}=0$. To prove that it does not lead to a contradiction, it suffices to prove that the sum of changes is 0 if we walk around a country $p$. In other words, if $C$ is the cycle bounding a country $p$ (oriented, say, clockwise), then

$$
\sum_{\overrightarrow{i j} \in E(C)} \mathbf{h}_{p}^{\top}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)=0
$$

which is clear. It is also clear that $\eta_{b}=\eta_{c}=0$.
Now define $\mathbf{v}_{i}=\binom{\mathbf{u}_{i}}{\eta_{i}}$ for every node $i$, and $\mathbf{g}_{p}=\binom{\mathbf{h}_{p}}{1}$ for every country $p$. It remains to prove that $i \mapsto \mathbf{v}_{i}$ maps the nodes of $G$ onto the vertices of a convex polytope, so that edges go to edges and countries go to facets. We start with observing that if $p$ is a country and $i j$ is an edge of $p$, then

$$
\mathbf{g}_{p}^{\top} \mathbf{v}_{i}-\mathbf{g}_{p}^{\top} \mathbf{v}_{j}=\mathbf{h}_{p}^{\top}\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)+\left(\eta_{i}-\eta_{j}\right)=0
$$

and hence there is a scalar $\alpha_{p}$ so that all nodes of $p$ are mapped onto the hyperplane $\mathbf{g}_{p}^{\top} \mathbf{x}=\alpha_{p}$. We know that the image of $p$ under $i \mapsto \mathbf{u}_{i}$ is a convex polygon, and so the same follows for the map $i \mapsto \mathbf{v}_{i}$.


Figure 3.7. Lifting a rubber band representation to a polytope.
To conclude, it suffices to prove that if $i j$ is any edge, then the two convex polygons obtained as images of countries incident with $i j$ "bend" in the right way; more exactly, let $p$ and $q$ be the two countries incident with $i j$, and let $Q_{p}$ and $Q_{q}$ be two corresponding convex polygons (see Figure 3.7). We claim that $Q_{p}$ lies on the same side of the plane $\mathbf{g}_{p}^{\top} \mathbf{x}=\alpha_{p}$ as the bottom face. Let $\mathbf{v}_{k}$ be any vertex of the polygon $Q_{q}$ different from $\mathbf{v}_{i}$ and $\mathbf{v}_{j}$. We want to show that $\mathbf{g}_{p}^{\top} \mathbf{v}_{k}<\alpha_{p}$. Indeed,

$$
\mathbf{g}_{p}^{\top} \mathbf{v}_{k}-\alpha_{p}=\mathbf{g}_{p}^{\top} \mathbf{v}_{k}-\mathbf{g}_{p}^{\top} \mathbf{v}_{i}=\mathbf{g}_{p}^{\top}\left(\mathbf{v}_{k}-\mathbf{v}_{i}\right)=\left(\mathbf{g}_{p}-\mathbf{g}_{q}\right)^{\top}\left(\mathbf{v}_{k}-\mathbf{v}_{i}\right)
$$

(since both $\mathbf{v}_{k}$ and $\mathbf{v}_{i}$ lie on the plane $\mathbf{g}_{q}^{\top} \mathbf{x}=\alpha_{q}$ ),

$$
=\binom{\mathbf{h}_{p}-\mathbf{h}_{q}}{0}^{\top}\left(\mathbf{v}_{k}-\mathbf{v}_{i}\right)=\left(\mathbf{h}_{p}-\mathbf{h}_{q}\right)^{\top}\left(\mathbf{u}_{k}-\mathbf{u}_{i}\right)=\left(R \mathbf{F}_{i j}\right)^{\top}\left(\mathbf{u}_{k}-\mathbf{u}_{i}\right)<0
$$

(since $\mathbf{u}_{k}$ lies to the right from the edge $\mathbf{u}_{i} \mathbf{u}_{j}$ ).

Theorem 3.3 proves Steinitz's theorem in the case when the graph has a triangular country. If this is not the case, then Proposition 2.1 implies that the graph has a node of degree 3 , which means that the dual graph has a triangular country. So we can represent the dual graph as the skeleton of a 3-polytope. Choosing the origin in the interior of this polytope, and considering its polar, we obtain a representation of the original graph.

### 3.3. Rubber bands and connectivity

Rubber band representations can be related to graph connectivity, and can be used to give a test for $k$-connectivity of a graph Linial-Lovász-Wigderson 1988. It turns out that connectivity of the underlying graph is related to the degeneracy of the representation - a notion various versions of which will be crucial in many parts of this book.
3.3.1. Degeneracy: essential and nonessential. We start with a discussion of what causes degeneracy in rubber band embeddings. Consider the two graphs in Figure 3.8. It is clear that if we nail the nodes on the convex hull, and then let the rest find its equilibrium, then there will be a degeneracy: the grey nodes will all move to the same position. However, the reasons for this degeneracy are different: In the first case, it is due to symmetry; in the second, it is due to the node that separates the grey nodes from the rest, and thereby pulls them onto itself.

One can distinguish the two kinds of degeneracy in another way: In the first graph, the strengths of the rubber bands must be strictly equal; varying these strengths it is easy to break the symmetry and thereby get rid of the degeneracy. However, in the second graph, no matter how we change the strengths of the rubber bands (as long as they remain positive), the grey nodes will always be pulled together into one point.


Figure 3.8. Two reasons why two or more nodes end up on top of each other: symmetry, or a separating node

Figure 3.9 illustrates a bit more delicate degeneracy. In all three pictures, the grey points end up collinear in the rubber band embedding. In the first graph, the reason is symmetry again. In the second, there is a lot of symmetry, but it does not explain why the three grey nodes are collinear in the equilibrium. (It is not hard to argue though that they are collinear: a good exercise!) In the third graph (which is not drawn in its equilibrium position, but before it) there are two nodes
separating the grey nodes from the nailed nodes, and the grey nodes will end up on the segment connecting these two nodes. In the first two cases, changing the strength of the rubber bands will pull the grey nodes off the line; in the third, this does not happen.


Figure 3.9. Three reasons why three nodes can end up collinear: symmetry, just accident, or a separating pair of nodes
3.3.2. Connectivity and degeneracy. Our goal is to prove that essential degeneracy in a rubber band embedding is always due to low connectivity. We start with the easy direction of the connection, relating connectivity and affine rank, formalizing the examples from the previous section.

Lemma 3.5. Let $G$ be a graph and $S, T \subseteq V$. Then for every rubber band representation $\mathbf{u}$ of $G$ with $S$ nailed, $\operatorname{rk}_{\mathrm{aff}}(\mathbf{u}(T)) \leq \kappa(S, T)$.

Proof. There is a subset $U \subseteq V$ with $|U|=\kappa(S, T)$ such that $V \backslash U$ contains no $(S, T)$-paths. Let $W$ be the union of connected components of $G \backslash U$ containing a vertex from $T$. Then $\mathbf{u}$, restricted to $W$, gives a rubber band representation of $G[W]$ with boundary $U$. Clearly $\mathbf{u}(W) \subseteq \operatorname{conv}(\mathbf{u}(U))$, and so

$$
\operatorname{rk}_{\mathrm{aff}}(\mathbf{u}(T)) \leq \operatorname{rk}_{\mathrm{aff}}(\mathbf{u}(W))=\operatorname{rk}_{\mathrm{aff}}(\mathbf{u}(U)) \leq|U|=\kappa(S, T)
$$

The Lemma gives a lower bound on the connectivity between two sets $S$ and $T$. The following theorem asserts that if we take the best convex representation, this lower bound is tight:

Theorem 3.6. Let $G$ be a graph and $S, T \subseteq V$ with $\kappa(S, T)=d+1$. Then $G$ has a rubber band representation in $\mathbb{R}^{d}$, with suitable rubber band strengths, with $S$ nailed such that $\mathrm{rk}_{\mathrm{aff}}(\mathbf{u}(T))=d+1$.

This theorem has a couple of consequences about connectivity not between sets, but between a set and any node, and between any two nodes.

Corollary 3.7. Let $G$ be a graph, $d \geq 1$ and $S \subseteq V$. Then $G$ has a rubber band representation in general position in $\mathbb{R}^{d}$ with $S$ nailed if and only if no node of $G$ can be separated from $S$ by fewer than $d+1$ nodes.

Corollary 3.8. A graph $G$ is $k$-connected if and only if for every $S \subseteq V$ with $|S|=k, G$ has a rubber band representation in $\mathbb{R}^{k-1}$ in general position with $S$ nailed.

To prove Theorem 3.6, we choose generic edge weights.


Figure 3.10. Three nodes accidentally on a line. Strengthening the edges along the three paths pulls them apart.

Theorem 3.9. Let $G$ be a graph and $S, T \subseteq V$ with $\kappa(S, T) \geq d+1$. Choose algebraically independent edgeweights $c_{i j}>0$. Map the nodes of $S$ into $\mathbb{R}^{d}$ in general position. Then the rubber band extension of this map satisfies $\mathrm{rk}_{\mathrm{aff}}(\mathbf{u}(T))=d+1$.

If the edgeweights are chosen randomly, independently and uniformly from $[0,1]$, then the algebraic independence condition is satisfied with probability 1.

Proof. The proof will consist of two steps: first, we show that there is some choice of the edgeweights for which the conclusion holds; then we use this to prove that the conclusion holds for every generic choice of edge-weights.

For the first step, we use that by Menger's TheoremB.2, there are $d+1$ disjoint paths $P_{i}$ connecting a node $i \in S$ with a node $i^{\prime} \in T$. The idea is to make the rubber bands on these paths very strong (while keeping the strengths of the other edges fixed). Then these paths will pull each node $i^{\prime}$ very close to $i$. Since the positions of the nodes $i \in S$ are affine independent, so will be the positions of the nodes $i^{\prime}$ (Figure 3.10).

To make this precise, let $D$ be the diameter of the set $\{\mathbf{u}(S)\}$. Fix any $R>0$, and define strengths $c_{i j}$ of the rubber bands by

$$
c_{i j}= \begin{cases}R, & \text { if } i j \text { is an edge of one of the paths } P_{r} \\ 1, & \text { otherwise }\end{cases}
$$

Let $\mathbf{u}$ be the rubber band extension of the given mapping of the nodes of $S$ with these strengths.

Recall that $f$ minimizes the potential $\mathcal{E}_{c}$ (defined by 3.5) over all representations of $G$ with the given nodes nailed. Let $\mathbf{v}$ be the representation with $\mathbf{v}_{j}=\mathbf{u}_{i}$ if $j \in P_{i}$ (in particular, $\mathbf{v}_{i}=\mathbf{u}_{i}$ if $i \in S$ ); for any node $j$ not on any $P_{i}$, let $\mathbf{v}_{j}$ be any point in $\operatorname{conv}\{\mathbf{u}(S)\}$. In the representation $\mathbf{v}$ the edges with strength $R$ have 0 length, and so

$$
\mathcal{E}_{S}(\mathbf{u}) \leq \mathcal{E}_{S}(\mathbf{v}) \leq D^{2} m
$$

On the other hand, for every edge $u v$ on one of the paths $P_{i}$,

$$
\mathcal{E}_{S}(\mathbf{u}) \geq R\left|\mathbf{u}_{u}-\mathbf{u}_{v}\right|^{2}
$$

and hence

$$
\left|\mathbf{u}_{u}-\mathbf{u}_{v}\right| \leq \frac{D \sqrt{m}}{\sqrt{R}}
$$

So these edges can be made arbitrarily short if we choose $R$ large enough, and hence every node $i^{\prime}$ will be arbitrarily close to the corresponding nailed node $i$. Since $\left\{\mathbf{u}_{i}: i \in S\right\}$ are affine independent, this implies that the nodes in $\left\{\mathbf{u}_{i^{\prime}}: i \in\right.$ $T\}=\left\{\mathbf{u}_{i}: i \in S\right\}$ are affine independent for a large enough value of $R$.

This completes the first step. Now we argue that this holds for all possible choices of generic edge-weights. To prove this, we only need some general considerations. The embedding minimizing the energy is unique, and so it can be computed from the equations (3.6) (say, by Cramer's Rule). What is important from this is that the vectors $\mathbf{u}_{i}$ can be expressed as rational functions of the edgeweights. Furthermore, the value $\operatorname{det}\left(\left(1+\mathbf{u}_{t_{i}}^{\top} \mathbf{u}_{t_{j}}\right)_{i, j=0}^{d}\right)$ is a polynomial in the coordinates of the $\mathbf{u}_{i}$, and so it is also a rational function of the edgeweights. We know that this rational function is not identically 0 ; hence it follows that it is nonzero for every algebraically independent substitution.

Remark 3.10. Instead of rubber band embeddings, it would suffice to assume that each free node is placed in the convex hull of its neighbors Cheriyan-Reif 1992.
3.3.3. Rubber bands and connectivity testing. Rubber band representations yield a (randomized) graph connectivity algorithm with good running time Linial-Lovász-Wigderson 1988; however, a number of algorithmic ideas are needed to make it work, which we describe in their simplest form. We refer to the paper for a more thorough analysis.
Connectivity between given sets. We start with describing a test checking whether or not two given $k$-tuples $S$ and $T$ of nodes are connected by $k$ nodedisjoint paths. For this, we assign random weights $c_{i j}$ to the edges, and map the nodes in $S$ into $\mathbb{R}^{k-1}$ in general position. Then we compute the rubber band representation extending this map, and check whether the points representing $T$ are in general position.

This procedure requires solving a system of linear equations, which is easy, but the system is quite large, and it depends on the choice of $S$ and $T$. With a little work, we can save quite a lot.

Let $G$ be a connected graph on $V=[n]$ and $S \subseteq V$, say $S=[k]$. Given a map $\mathbf{u}: S \rightarrow \mathbb{R}^{k-1}$, we can compute its rubber band extension by solving the system of linear equations

$$
\begin{equation*}
\sum_{j \in N(i)} c_{i j}\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)=0 \quad(i \in V \backslash S) \tag{3.16}
\end{equation*}
$$

This system has $(n-k)(k-1)$ unknowns (the coordinates of nodes $i \in S$ are considered as constants) and the same number of equations, and we know that it has a unique solution, since this is where the gradient of a strictly convex function (which tends to $\infty$ at $\infty$ ) vanishes.

At the first sight, solving (3.16) takes inverting an $(n-k)(k-1) \times(n-k)(k-1)$ matrix, since there are $(n-k)(k-1)$ unknowns and $(n-k)(k-1)$ equations. However, we can immediately see that the coordinates can be computed independently, and since they satisfy the same equations except for the right hand side, it suffices to invert the matrix of the system once.

Below, we will face the task of computing several rubber band representations of the same graph, changing only the nailed set $S$. Can we make use of some of the computation done for one of these representations when computing the others?

The answer is yes. First, we do something which seems to make things worse: We create new "equilibrium" equations for the nailed nodes, introducing new variables for the forces that act on the nails. Let $\mathbf{f}_{i}=\sum_{j \in N(i)} c_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)$ be the force acting on node $i$ in the equilibrium position. Note that $Y \mathbf{e}_{i}=\mathbf{f}_{i}=0$ for $i \notin S$. Let $X$ and $Y$ be the matrices of the vector labelings $\mathbf{u}$ and $\mathbf{f}$. Let $L_{c}$ be the symmetric $V \times V$ matrix

$$
\left(L_{c}\right)_{i j}= \begin{cases}-c_{i j} & \text { if } i j \in E \\ \sum_{k \in N(i)} c_{i k}, & \text { if } i=j \\ 0, & \text { otherwise }\end{cases}
$$

(the weighted Laplacian of the graph). Then we can write (3.16) as $X L_{c}=Y$. To simplify matters a little, let us assume that the center of gravity of the node positions is 0 , so that $X J=0$. We also have $Y J=X L_{c} J=0$. It is easy to check that

$$
\begin{equation*}
X=Y\left(L_{c}+J\right)^{-1} \tag{3.17}
\end{equation*}
$$

satisfies these equations (for more about this, see the "inverting the Laplacian" trick in Section 4.3.2).

It is not clear that we are nearer our goal, since how do we know the matrix $Y$ (i.e., the forces acting on the nails)? But the trick is this: we can prescribe these forces arbitrarily, as long as the conditions $\sum_{i \in S} \mathbf{f}_{i}=0$ and $\mathbf{f}_{j}=0$ for $j \notin S$ are satisfied. Then the rows of $X$ will give some position for each node, for which $X L_{c}=Y$. So in particular the nodes in $V \backslash S$ will be in equilibrium, so if we nail the nodes of $S$, the rest will be in equilibrium. If $Y$ has rank $d$, then so does $X$, which implies that the vectors representing $S$ will span the space $\mathbb{R}^{d}$. Since their center of gravity is 0 , it follows that they are not on one hyperplane. We can apply an affine transformation to move the points $\mathbf{u}_{i}(i \in S)$ to any other affine independent position if we wish, but this is irrelevant: what we want is to check whether the nodes of $T$ are in general position, and this is not altered by any affine transformation.

To sum up, to check whether the graph is $k$-connected between $S$ and $T$ (where $S, T \subseteq V,|S|=|T|=k$ ), we select random weights $c_{i j}$ for the edges, select a convenient matrix $Y$, compute the matrix $X=Y\left(L_{c}+J\right)^{-1}$, and check whether the rows with indices from $T$ are affine independent. The matrix $L_{c}+J$ is positive definite, and it has to be inverted only once, independently of which sets are we testing for connectivity. The matrix $Y$ has dimensions $(k-1) \times n$, but most of its elements are zero; a convenient choice for $Y$ is

$$
Y=\left(\begin{array}{cccccc}
1 & 0 & \ldots & 0 & -1 & 0 \ldots \\
0 & 1 & \ldots & 0 & -1 & 0 \ldots \\
\vdots & & & \ddots & & \\
0 & 0 & \ldots & 1 & -1 & 0 \ldots
\end{array}\right)
$$

and then the matrix multiplication $Y\left(L_{c}+J\right)^{-1}$ is trivial.
Connectivity between all pairs. If we want to apply the previous algorithm for connectivity testing, it seems that we have to apply it for all pairs of $k$-sets. Even though we can use the same edgeweights and we only need to invert $L_{c}+J$ once, we have to compute $X=Y\left(L_{c}+J\right)^{-1}$ for potentially exponentially many different sets $S$, and then we have to test whether the nodes of $T$ are represented in general
position for exponentially many sets $T$. The following lemma shows how to get around this.

Lemma 3.11. For every vertex $v \in V$ we select an arbitrary $k$-subset $S(v) \subseteq N(v)$. Then $G$ is $k$-connected if and only if $S(u)$ and $S(v)$ are connected by $k$ node-disjoint paths for every $u$ and $v$.

Proof. The "only if" part follows from the well-known property of $k$-connected graphs that any two $k$-subsets are connected by $k$ node-disjoint paths. The "if" part follows from the observation that if $S(u)$ and $S(v)$ are connected by $k$ node-disjoint paths, then $u$ and $v$ are connected by $k$ openly disjoint paths.

Thus the subroutine in the first part needs be called only $O\left(n^{2}\right)$ times. In fact, we do not even have to check this for every pair $(u, v)$, and further savings can be achieved through randomization, using Exercises 3.11 and 3.12

Numerical issues. The computation of the rubber band representation requires solving a system of linear equations. We have seen (Figure 3.5) that for a graph with $n$ nodes, the positions of the nodes can get exponentially close in a rubber band representation, which means that we might have to compute with exponentially small numbers (in $n$ ), which means that we have to compute with linearly many digits, which gives an extra factor of $n$ in the running time. One way out is to solve the system in a finite field rather than in $\mathbb{R}$. Of course, this "modular" embedding has no physical or geometrical meaning any more, but the algebraic structure remains!

For the analysis, we need the Schwartz-Zippel Lemma Schwartz 1980, Zippel 1979:

Lemma 3.12. Given a polynomial over any field of degree $k$ in $m$ variables, the probability that it vanishes for a random substitution, where each variable is chosen uniformly from $N$ possible values, is bounded by $k / N$.

Let $G$ be a graph and let $S \subseteq V,|S|=k$, and $d=k-1$. Let $p$ be a prime and $c_{e} \in \mathbb{F}_{p}$ for $e \in E$. A modular rubber band representation of $G$ (with respect to $S$, $p$ and $c)$ is defined as an assignment $i \mapsto \mathbf{u}_{i} \in \mathbb{F}_{p}^{d}$ satisfying

$$
\begin{equation*}
\sum_{j \in N(i)} c_{i j}\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)=0 \quad(\forall i \in V \backslash S) \tag{3.18}
\end{equation*}
$$

This is formally the same equation as for real rubber bands, but we work over $\mathbb{F}_{p}$, so no notion of convexity can be used. In particular, we cannot be sure that the system has a solution. But things work if the prime is chosen at random.
Lemma 3.13. Let $N>0$ be an integer. Choose uniformly a random prime $p<N$ and random weights $c_{e} \in \mathbb{F}_{p}(e \in E)$.
(a) With probability at least $1-n^{2} / N$, there is a modular rubber band representation of $G$ (with respect to $S, p$ and $c$ ), such that the vectors $\mathbf{u}_{i}(i \in S)$ are affine independent. This representation is unique up to affine transformations of $\mathbb{F}_{p}^{d}$.
(b) Let $T \subseteq V,|T|=k$. Then with probability at least $1-n^{2} / N$, the representation $\mathbf{u}_{c}$ in (a) satisfies $\operatorname{rk}_{\text {aff }}\left(\left\{\mathbf{u}_{i}: i \in T\right\}\right)=\kappa(S, T)$.

Proof. The determinant of the system 3.18 is a polynomial of degree at most $n^{2}$ of the weights $c_{i j}$. The Schwartz-Zippel Lemma gives (a). The proof of (b) is similar.

We sum up the complexity of this algorithm without going into fine details. In particular, we restrict this short analysis to the case when $k<n / 2$. We have to fix an appropriate $N ; N=n^{5}$ will do. Then we pick a random prime $p<N$. Since $N$ has $O(\log n)$ digits, the selection of $p$ and every arithmetic operation in $\mathbb{F}_{p}$ can be done in polylogarithmic time, and we are going to ignore these factors of $\log n$. We have to generate $O\left(n^{2}\right)$ random weights for the edges. We have to invert (over $\mathbb{F}_{p}$ ) the matrix $L_{c}+J$, this takes $O(M(n))$ operations, where $M(n)$ is the cost of multiplying two $n \times n$ matrices (currently known to be $O\left(n^{2.3727}\right)$ Vassilevska Williams 2012] $)$. Then we have to compute $Y\left(L_{c}+J\right)^{-1}$ for a polylogarithmic number of different matrices $Y$ (using Exercise 3.12(b) below). For each $Y$, we have to check affine independence for one $k$-set in the neighborhood of every node, in $O(n M(k))$ time. Up to polylogarithmic factors, this takes $O(M(n)+n M(k))$ time.

Using much more involved numerical methods, solving linear equations involving the Laplacian and similar matrices can be done more efficiently. For details, we refer to Spielman 2011 and Spielman-Teng 2014.

Exercise 3.1. Prove that $\min _{\mathbf{u}} \mathcal{E}_{c}(\mathbf{u})$ (where the minimum is taken over all positions $\mathbf{u}$ with some nodes nailed) is a concave function of the rubber band strengths $c \in \mathbb{R}^{E}$.

Exercise 3.2. Let $\mathbf{x}$ be the equilibrium position of a rubber band framework with the nodes in $S$ nailed, and let $\mathbf{y}$ be any other position of the nodes (but with the same nodes nailed at the same positions). Then

$$
\mathcal{E}_{c}(\mathbf{y})-\mathcal{E}_{c}(\mathbf{x})=\mathcal{E}_{c}(\mathbf{y}-\mathbf{x}) .
$$

Exercise 3.3. Let $G$ be a connected graph, $\emptyset \neq S \subseteq V$, and $\overline{\mathbf{u}}: S \rightarrow \mathbb{R}^{d}$. Extend $\overline{\mathbf{u}}$ to $\mathbf{u}: V \backslash S \rightarrow \mathbb{R}^{d}$ as follows: starting a random walk at $j$, let $i$ be the (random) node where $S$ is first hit, and let $\mathbf{u}_{j}$ denote the expectation of the vector $\overline{\mathbf{u}}_{i}$. Prove that $\mathbf{u}$ is the same as the rubber band extension of $\overline{\mathbf{u}}$.

Exercise 3.4. Let $G$ be a connected graph, and let $\mathbf{u}$ be a vector-labeling of an induced subgraph $H$ of $G$ (in any dimension). If $(H, \mathbf{u})$ is section-connected, then its rubber-band extension to $G$ is section-connected as well.

Exercise 3.5. Let $\mathbf{u}$ be a rubber band representation of a planar map $G$ in the plane with the nodes of a country $T$ nailed to a convex polygon. Define $\mathbf{F}_{i j}=\mathbf{u}_{i}-\mathbf{u}_{j}$ for all edges in $E \backslash E(T)$. (a) If $T$ is a triangle, then we can define $\mathbf{F}_{i j} \in \mathbb{R}^{2}$ for $i j \in E(T)$ so that $\mathbf{F}_{i j}=-\mathbf{F}_{j i}, \mathbf{F}_{i j}$ is parallel to $\mathbf{u}_{j}-\mathbf{u}_{i}$, and $\sum_{i \in N(j)} \mathbf{F}_{i j}=0$ for every node $i$. (b) Show by an example that (a) does not remain true if we drop the condition that $T$ is a triangle.

Exercise 3.6. Prove that every Schlegel diagram with respect to a face $F$ can be obtained as a rubber band representation of the skeleton with the vertices of $F$ nailed (the strengths of the rubber bands must be chosen appropriately).

Exercise 3.7. Let $G$ be a 3 -connected simple planar graph with a triangular country $p=\overline{a b c}$. Let $q, r, s$ be the countries adjacent to $p$. Let $G^{*}$ be the dual graph. Consider a rubber band representation $\mathbf{u}: V \rightarrow \mathbb{R}^{2}$ of $G$ with $a, b, c$ nailed down (both with unit rubber band strengths). Prove that the segments representing the edges can be translated so that they form a rubber band representation of $G^{*}-p$ with $q, r, s$ nailed down (Figure 3.11).


Figure 3.11. Rubber band representation of a dodecahedron with one node deleted, and of an icosahedron with the edges of a triangle deleted. Corresponding edges are parallel and have the same length.

Exercise 3.8. A convex representation of a graph $G$ (in dimension $d$, with boundary $S \subseteq V$ ) is a mapping of $V \rightarrow \mathbb{R}^{d}$ such that every node in $V \backslash S$ is in the relative interior of the convex hull of its neighbors. (a) The rubber band representation extending any map from $S \subseteq V$ to $\mathbb{R}^{d}$ is convex with boundary $S$. (b) Not every convex representation is constructible this way.
Exercise 3.9. In a rubber band representation, increase the strength of an edge between two unnailed nodes (while leaving the other edges invariant). Prove that the length of this edge decreases.
Exercise 3.10. Prove that a 1 -dimensional rubber band representation of a 2 connected graph, with boundary nodes $s$ and $t$, nondegenerate in the sense that the nodes are all different, is an $s$ - $t$-numbering (as defined in the Introduction). Show that instead of the 2 -connectivity of $G$, it suffices to assume that deleting any node, the rest is either connected or has two components, one containing $s$ and one containing $t$.
Exercise 3.11. Let $G$ be any graph, and let $H$ be a $k$-connected graph with $V(H)=V$. Then $G$ is $k$-connected if and only if $u$ and $v$ are connected by $k$ openly disjoint paths in $G$ for every edge $u v \in E(H)$.
Exercise 3.12. Let $G$ be any graph and $k<n$. (a) For $t$ pairs of nodes chosen randomly and independently, we test whether they are connected by $k$ openly disjoint paths. Prove that if $G$ is not $k$-connected, then this test discovers this with probability at least $1-\exp \left(-2(n-k) t / n^{2}\right)$. (b) For $r$ nodes chosen randomly and independently, we test whether they are connected by $k$ openly disjoint paths to every other node of the graph. Prove that if $G$ is not $k$-connected, then this test discovers this with probability at least $1-((k-1) / n)^{r}$.
Exercise 3.13. Let $G$ be a graph, and let $Z$ be a matrix obtained from its Laplacian $L_{G}$ by replacing its nonzero entries by algebraically independent transcendentals. For $S, T \subseteq V,|S|=|T|=k$, let $Z_{S, T}$ denote the matrix obtained from $Z$ by deleting the rows corresponding to $S$ and the columns corresponding to $T$. Then $\operatorname{det}\left(Z_{S, T}\right) \neq 0$ if and only if $\kappa(S, T)=k$.

## CHAPTER 4

## Discrete Harmonic Functions

Having discussed the nice geometry of rubber band embeddings, let us have a closer look at the one-dimensional case (or, if you prefer, at one of the coordinate functions). This will allow us to make some arguments from the previous chapter ("potential argument" and "inverting the Laplacian") more general and precisely stated.

Discrete harmonic functions are discrete analogues of harmonic functions in analysis, where they play a fundamental role. A "true" harmonic function can be defined as a twice differentiable function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ (perhaps defined only in some domain) satisfying the differential equation $\Delta f=0$, where $\Delta=\sum_{i=1}^{d} \partial^{2} / \partial x_{i}^{2}$ is the Laplace operator. It is a basic fact that such functions can be characterized by the "mean value property": their value at any point equals to their average on any ball around this point. We take this second characterization as our starting point for introducing an analogous notion of harmonic functions defined on the nodes of an arbitrary graph.

Discrete harmonic functions play an important role in the study of random walks (after all, the averaging in the definition can be interpreted as expectation after one move). They also come up in the theory of electrical networks, and also in statics. This provides a connection between these fields, which can be exploited. In particular, various methods and results from the theory of electricity and statics, often motivated by physics, can be applied to provide results about random walks, and vice versa. From our point of view, their main applications will be in the theory of discrete analytic functions in later chapters.

### 4.1. Basics

4.1.1. Definition, uniqueness and existence. Let $G$ be a connected simple graph. A function $h: V \rightarrow \mathbb{R}$ is called harmonic at a node $v \in V$ if

$$
\begin{equation*}
\frac{1}{\operatorname{deg}(v)} \sum_{u \in N(v)} h(u)=h(v) \tag{4.1}
\end{equation*}
$$

(the value of $h$ at a node $v$ is the average of its values at the neighbors of $v$.) We can also write this condition as

$$
\begin{equation*}
\sum_{u \in N(v)}(h(v)-h(u))=0 \tag{4.2}
\end{equation*}
$$

A node where a function is not harmonic is called a pole of the function. Figure 4.1 shows a couple of very simple functions harmonic at many nodes, with black nodes denoting their poles.

If we consider $h$ as a vector indexed by the nodes, and $L h$ is the vector obtained by applying the Laplacian $L=L_{G}$ to $h$, then we can express 4.1) as $(L h)_{v}=0$.


Figure 4.1. (a) A harmonic function on a cycle, with two poles (black nodes). (b) A harmonic function on a triangular grid, with poles at the center and on the boundary.

It is useful to note that, since each column sum of $L$ is zero,

$$
\begin{equation*}
\sum_{v \in V}(L h)_{v}=\mathbb{1}^{\top} L h=0 \tag{4.3}
\end{equation*}
$$

So every function is harmonic "on the average".
We can extend this notion to multigraphs by replacing 4.1 by

$$
\begin{equation*}
\frac{1}{\operatorname{deg}(v)} \sum_{u v=e \in E} h(u)=h(v) \tag{4.4}
\end{equation*}
$$

Another way of writing this is

$$
\begin{equation*}
\sum_{u \in V} a_{u v}(h(v)-h(u))=0 \tag{4.5}
\end{equation*}
$$

where $a_{u v}$ is the multiplicity of the edge $u v$. We could further generalize this by assigning arbitrary positive "strengths" $\beta_{u v}$ to the edges of $G$, and say that $h$ is harmonic at $v$ (on the weighted graph $(G, \beta)$ ) if

$$
\begin{equation*}
\sum_{u \in V} \beta_{u v}(h(v)-h(u))=0 \tag{4.6}
\end{equation*}
$$

In what follows, we will restrict our arguments to simple graphs (to keep things simple), but all of the results below could be extended to multigraphs and weighted graphs in a straightforward way.

Every constant function is harmonic at each node. On the other hand, it was observed very early Katona-Korvin 1968 that this is all:

Proposition 4.1. Every nonconstant function on the nodes of a connected graph has at least two poles.

This implies that if $h: V \rightarrow \mathbb{R}$ is a nonconstant function, then $L h \neq 0$, so the nullspace of $L$ is one-dimensional: it consists of the constant functions only.

Proof. Let $S$ be the set where the function assumes its maximum, and let $S^{\prime}$ be the set of those nodes in $S$ that are connected to any node outside $S$. Then every node in $S^{\prime}$ must be a pole, since in (4.1), every value $h(u)$ on the left had side is at most $h(v)$, and at least one is less, so the average is less than $h(v)$. Since the function is nonconstant, $S$ is a nonempty proper subset of $V$, and since the
graph is connected, $S^{\prime}$ is nonempty. So there is a pole where the function attains its maximum. Similarly, there is another pole where it attains its minimum.

The proof above shows that every non-constant function on the nodes of a graph assumes its maximum as well as its minimum on one of its poles. This can be viewed as a (very simple) version of the Maximum Principle familiar from the theories of harmonic and analytic functions.

For any two nodes there is a nonconstant harmonic function that is harmonic everywhere else. More generally, we have the following theorem.

Theorem 4.2. For a connected simple graph $G$, nonempty set $S \subseteq V$ and function $h_{0}: S \rightarrow \mathbb{R}$, there is a unique function $h: V \rightarrow \mathbb{R}$ extending $h_{0}$ that is harmonic at each node of $V \backslash S$.

We call this function $h$ the harmonic extension of $h_{0}$. Note that if $|S|=1$, then the harmonic extension is a constant function (and so it is also harmonic at $S$, and it does not contradict Proposition 4.1). If $S=\{a, b\}$, then a function that is harmonic outside $S$ is uniquely determined by two of its values, $h(a)$ and $h(b)$. Scaling the function by a real number and adding a constant preserves harmonicity at each node, so if we know how to construct the harmonic extension $h$ with (say) $h(a)=$ 0 and $h(b)=1$, then $g(v)=g_{0}(a)+\left(g_{0}(b)-g_{0}(a)\right) h(v)$ describes the harmonic extension of the function $g_{0}:\{a, b\} \rightarrow \mathbb{R}$. In this case equation 4.5) is equivalent to saying that $F_{i j}=h(j)-h(i)$ defines a flow from $a$ to $b$.

Proof. The uniqueness of the harmonic extension is easy by the argument in the proof of Proposition 4.1. Suppose that $h$ and $h^{\prime}$ are two harmonic extensions of $h_{0}$. Then $g=h-h^{\prime}$ is harmonic on $V \backslash S$, and satisfies $g(v)=0$ at each $v \in S$. If $g$ is the identically 0 function, then $h=h^{\prime}$ as claimed. Else, either its minimum or its maximum is different from 0 . But we have seen that both the minimizers and the maximizers contain at least one pole, which is a contradiction.

The existence is just the 1-dimensional case of the construction of the rubber band extension in Section 3.1

There are several other ways of proving the existence; a few of these could be based on the models below and on the linear algebra considerations in the next sections.
4.1.2. Random walks. Random walks were considered in the Introduction, but we need a few more definitions. Recall that a random walk on a graph $G$ is a random sequence $\left(v^{0}, v^{1}, \ldots\right)$ of nodes constructed as follows: We pick a starting point $v^{0}$ from a specified initial distribution $\sigma$ (often a specific node), we select a neighbor $v^{1}$ of it at random (each neighbor is selected with the same probability $1 / \operatorname{deg}\left(v^{0}\right)$ ), then we select a neighbor $v^{2}$ of this node $v^{1}$ at random, etc. We denote by $\sigma^{k}$ the distribution of $v^{k}$.

For any event $A$ expressible in terms of the random walk $\left(v^{0}, v^{1}, \ldots\right)$, started from the distribution $\sigma$, we denote by $\mathrm{P}_{\sigma}(A)$ its probability. For example, $\mathrm{P}_{u}\left(v^{t}=\right.$ $u)$ is the probability that after $t$ steps, the random walk started at $u$ returns to the starting node. Expectations $\mathrm{E}_{\sigma}(X)$ are defined similarly for random variables $X$ depending on the walk.

In the language of probability theory, a random walk is a finite time-reversible Markov chain. There is not much difference between the theory of random walks
on directed graphs and the theory of finite Markov chains; every Markov chain can be viewed as random walk on a directed graph, if we allow weighted edges, and every time-reversible Markov chain can be viewed as a random walk on an edgeweighted undirected graph. The theory of random walks (finite Markov chains) has a large literature, and we will not be able to provide here even an introduction. The following discussion, based on well known and intuitive facts, can be followed even by those not familiar with the subject. For example, we need the fact that, with probability 1 , a random walk on a connected graph hits every node infinitely often.

Let $\pi$ denote the probability distribution in which the probability of a node is proportional to its degree: $\pi_{v}=\operatorname{deg}(v) /(2 m)$. This distribution is called the stationary distribution of the random walk. It is easy to check that if $v^{0}$ is selected from $\pi$, then after any number of steps, $v^{k}$ will have the same distribution $\pi$. (This explains the name "stationary distribution").

Using the adjacency matrix $A=A_{G}$ and the diagonal matrix $D=D_{G}$ composed of the degrees, we define the transition matrix of the random walk on $G$ as $P=D^{-1} A=I-D^{-1} L$. If we are at node $i$, then the probability of moving to node $j$ is $P_{i j}$. The eigenvalues of $P$ are the same as the eigenvalues of the symmetric matrix $I-\widehat{L}=D^{1 / 2} P D^{-1 / 2}$, so in particular they are real. (This shows why the spectrum of the normalized Laplacian plays an important role in the study of random walks.) The largest eigenvalue of the transition matrix $P$ is 1 , and it has multiplicity 1 for connected graphs. It is straightforward to check that the right eigenvector belonging to it is $\mathbb{1}$, and the left eigenvector is given by $\pi$.

Let us return to harmonic functions. Given a nonempty subset $S \subseteq V$ and a function $h_{0}: S \rightarrow \mathbb{R}$, we define

$$
\begin{equation*}
h(v)=\mathrm{E}_{v}\left(h_{0}\left(a_{v}\right)\right), \tag{4.7}
\end{equation*}
$$

where $a_{v}$ is the (random) node where a random walk first hits $S$ (this node exists with probability 1 ). Clearly $h(v)=h_{0}(v)$ for $v \in S$. Furthermore, for a node $v \in V \backslash S$ we have

$$
h(v)=\mathrm{E}_{v}\left(h_{0}\left(a_{v}\right)\right)=\sum_{u \in N(v)} \mathrm{P}_{v}\left(w^{1}=u\right) \mathrm{E}_{u}\left(h_{0}\left(a_{u}\right)\right)=\frac{1}{\operatorname{deg}(v)} \sum_{u \in N(v)} h(u)
$$

This shows that $h$ is harmonic on $V \backslash S$.
As a special case, if $S=\{s, t\}, h_{0}(s)=0$ and $h_{0}(t)=1$, then $h(v)$ is the probability that a random walk starting at $v$ visits $t$ before $s$.

Remark 4.3. Random walks on infinite graphs have quite different problems. Consider an infinite connected graph $G$ with finite degrees, and specify a "root" node $r$. For each $v \in V$, let $h(v)$ denote the probability that starting a random walk at $v$, we hit $r$ at some time. Clearly $h(r)=1$, and $h$ is harmonic at every node other than $r$.

If the function $h$ is identically 1 , then the random walk is recurrent. In this case, it almost surely visits every node infinitely often. If it is not recurrent, then it is called transient; it almost surely visits every node only a finite number of times. (These properties seem to depend on the root, but in fact if the graph is recurrent for one root, then it is recurrent for every other root.)

For a recurrent walk, the function $h$ is a trivial harmonic function. For a transient walk, we get an interesting function with a single pole. We can of course
restrict the function to a finite induced subgraph, but then it will have more poles, at all neighbors of the complementary node set.

Basic results in probability tell us that the grid graph on $\mathbb{Z}^{d}$ (in which two nodes are connected whenever their distance is 1 ) is recurrent for dimensions $d \leq 2$, but transient for $d>2$ Pólya 1921. Random walks on infinite graphs is a very important topic, connected to our theme in many ways, but this topic does not fit in this book.
4.1.3. Electrical networks. In this third construction for harmonic functions, we use facts from the physics of electrical networks like Ohm's Law and Kirchhoff's two laws. This looks like stepping out of the realm of mathematics; however, these results are all purely mathematical.

To be more precise, we consider these laws as axioms. Given a connected network whose edges are conductors, and an assignment of potentials (voltages) to a subset $S$ of its nodes, we want to find an assignment of voltage differences $U_{i j}$ and currents $I_{i j}$ to the edges $i j$ so that $U_{i j}=-U_{j i}, I_{i j}=-I_{j i}$ (so the values are defined if we give the edge an orientation, and the values are antisymmetric), and the following laws are satisfied:

Ohm's Law: $U_{i j}=R_{i j} I_{i j}$ (where $R_{i j}>0$ is the resistance of edge $e$; this does not depend on the orientation).

Kirchhoff's Current Law: $\sum_{u \in N(v)} I_{u v}=0$ for every node $v \notin S$;
Kirchhoff's Voltage Law: $\sum_{i j \in E(C)} U_{i j}=0$ for every cycle $\vec{C}$ (the order of $i$ and $j$ is given by fixing a direction of traversing $C$ ).

Note that every cycle has two orientations, but because of antisymmetry, these two oriented cycles give the same condition. Therefore, in a bit sloppy way, we can talk about Kirchhoff's Voltage Law for an undirected cycle. As a degenerate case, we could require the Voltage Law for oriented cycles of length 2, consisting of an edge and its reverse, in which case the law says that $U_{i j}+U_{j i}=0$, which is just another way of saying that $U$ is antisymmetric.

The following reformulation of Kirchhoff's Voltage Law will be useful for us: there exist potentials $p(i) \in \mathbb{R}(i \in V)$ so that $U_{i j}=p(j)-p(i)$. This sounds like a statement in physics, but in fact it is a rather simple fact about graphs:

Proposition 4.4. Given a connected graph $G$ and an antisymmetric assignment $U_{i j}$ of real numbers to the oriented edges, there exist real numbers $p(i)(i \in V)$ so that $U_{i j}=p(j)-p(i)$ if and only if $\sum_{i j \in E(C)} U_{i j}=0$ for every cycle $C$.

Proof. It is trivial that if a "potential" exists for a given assignment of voltages $U_{i j}$, then Kirchhoff's Voltage Law is satisfied. Conversely, suppose that Kirchhoff's Voltage Law is satisfied. We derive a couple of consequences.
Claim 1. If $W$ is any closed walk on the graph, then $\sum_{i j \in E(W)} U_{i j}=0$.
This follows by induction on the length of the walk. Consider the first time when we encounter a node already visited. If this is the end of the walk, then the walk is a single oriented cycle, and the assertion follows by Kirchhoff's Voltage Law. Otherwise, this node splits the walk into two closed walks, and since the sum of voltages is zero for each of them by induction, it is zero for the whole walk.
Claim 2. If $W_{1}$ and $W_{2}$ are open walks with the same starting nodes and the same ending nodes, then $\sum_{i j \in E\left(W_{1}\right)} U_{i j}=\sum_{i j \in E\left(W_{2}\right)} U_{i j}$.

Indeed, concatenating $W_{1}$ with the reversal of $W_{2}$ we get a closed walk whose total voltage is $\sum_{i j \in E\left(W_{1}\right)} U_{i j}-\sum_{i j \in E\left(W_{2}\right)} U_{i j}$, and this is 0 by Claim 1.

Now let us turn to the construction of the potentials. Fix any node $v$ as a root, and assign to it an arbitrary potential $p(v)$. For every other node $u$, consider any walk $W$ from $v$ to $u$, and define $p(u)=\sum_{i j \in E(W)} U_{i j}$. This value is independent of the choice of $W$ by Claim 2. Furthermore, for any neighbor $u^{\prime}$ of $u$, considering the walk $W+u u^{\prime}$, we see that $p\left(u^{\prime}\right)=p(u)+U_{u u^{\prime}}$, which shows that $p$ is indeed a potential for the voltages $U$.

To check Kirchhoff's Voltage Law for every cycle in the graph is a lot of work; but these equations are not independent, and it is enough to check it for a basis of these equations. There are several useful ways to select a basis; here we state one that is particularly useful, and another one as Exercise 4.1

Corollary 4.5. Let $G$ be a 2 -connected planar graph and let $U_{i j}$ be an antisymmetric assignment of real numbers to the oriented edges. There exist real numbers $p(i)$ $(i \in V)$ so that $U_{i j}=p(j)-p(i)$ if and only if Kirchhoff's Voltage Law is satisfied by the boundary cycle of every bounded country.

Proof. We want to show that Kirchhoff's Voltage Law is satisfied by every cycle $C$. Fix any embedding of the graph in the plane, and (say) the counterclockwise orientation of $C$. Let us sum Kirchhoff's Voltage Law corresponding to countries contained inside $C$, with the counterclockwise orientation of each; the terms corresponding to internal edges cancel (by antisymmetry), and we get Kirchhoff's Voltage Law for $C$.

We have given these simple arguments in detail, because essentially the same argument is used repeatedly in the book (already used in Section 3.2), and we are not going to describe it every time; we will just refer to it as the "potential argument". We could formulate and prove Proposition 4.4 and Corollary 4.5 for an arbitrary abelian group instead of the real numbers. The group of complex numbers, and the group of vectors in a linear space, will be used several times.

The main result from the theory of electrical networks we are going to use is that given a connected graph with voltages assigned to a nonempty set of nodes, there is always a unique assignment of potentials to the remaining nodes and currents to the edges satisfying Ohm's and Kirchhoff's Laws.

Returning to the proof of Theorem 4.2, consider the graph $G$ as an electrical network, where each edge represents a conductor with unit resistance. Given a set $S \subseteq V$ and a function $h_{0}: S \rightarrow \mathbb{R}$, let a current flow through the network while keeping each $v \in S$ at potential $h_{0}(v)$. Then the potential $h(v)$ defined for all nodes $v$ is an extension of $h_{0}$, and it is harmonic at every node $v \in V \backslash S$. Indeed, the current through an edge $u v$ is $h(u)-h(v)$ by Ohm's Law, and hence by Kirchhoff's Current Law, $\sum_{j \in N(i)}(h(j)-h(i))=0$ for every node $i$.

As a special case, if we send unit current from node $s$ to node $t$, then the potentials $h$ of the nodes satisfy the equation $L h=\mathbb{1}_{t}-\mathbb{1}_{s}$.
4.1.4. Rubber bands. We have seen that harmonic functions arise as 1 dimensional special cases of rubber band extensions. Let us discuss a further property for this model.


Figure 4.2. Stretching two nodes of a graph with edges replaced by rubber bands. The figure should be one-dimensional, but it is vertically distorted so that the graph can be seen.

Consider the case of stretching just two nodes $s$ and $t$ to a unit distance apart (Figure 4.2). We see that they pull our hands with a force of

$$
\begin{equation*}
F(s, t)=\sum_{u \in N(s)}(h(u)-h(s))=\sum_{u \in N(t)}(h(t)-h(u)) \tag{4.8}
\end{equation*}
$$

(by basic physics, both of our hands feel the same force, in opposite directions). Considering the energy balance gives further important information. Imagine that we slowly stretch the graph until nodes $s$ and $t$ will be at distance 1. When they are at distance $x$, the force pulling our hands is $x F(s, t)$ (everything scales by a factor of $x$ ), and hence the energy we have to spend is

$$
\int_{0}^{1} x F(s, t) d x=\frac{1}{2} F(s, t) .
$$

This energy accumulates in the rubber bands. By a similar argument, the energy stored in the rubber band $u v$ is $(h(v)-h(u))^{2} / 2$. By conservation of energy, we get the equation

$$
\begin{equation*}
\sum_{u v \in E}(h(v)-h(u))^{2}=F(s, t) \tag{4.9}
\end{equation*}
$$

(It is easy to prove identities 4.8 and 4.9) for harmonic functions without any reference to physics.)
4.1.5. Relating different models. A consequence of the uniqueness property in Theorem 4.2 is that the harmonic functions constructed in sections 4.1.2, 4.1 .3 and 4.1.4 are the same. As an application of this idea, we show an interesting identity Nash-Williams 1959, Chandra et al. 1989.

Considering the graph $G$ as an electrical network, where every edge has resistance 1 , we define the effective resistance $R(s, t)$ between nodes $s$ and $t$ by sending a unit current from $s$ to $t$, and measuring the voltage between $s$ and $t$. Considering the graph $G$ as a rubber band structure in equilibrium, with two nodes $s$ and $t$ nailed down at 1 and 0 , let $F(s, t)$ denote the force pulling the nails (cf. 4.10)). Doing a random walk on the graph, let comm $(s, t)$ denote the commute time between nodes $s$ and $t$ (i.e., the expected time it takes to start at $s$, walk until you first hit $t$, and then walk until you first hit $s$ again).

Theorem 4.6. Let $G$ be a connected graph and $s, t \in V$. The effective resistance $R(s, t)$, the force $F(s, t)$, and the commute time $\operatorname{comm}(s, t)$ are related by the equations

$$
R(s, t)=\frac{1}{F(s, t)}=\frac{\operatorname{comm}(s, t)}{2 m}
$$

Proof. Consider the function $h \in \mathbb{R}^{V}$ satisfying $h(s)=0, h(t)=1$ and harmonic for $v \neq s, t$ (we know that this exists and it is uniquely determined). By (4.8), we have $F(s, t)=\sum_{j \in N(s)} h(j)$.

By the discussion in Section 4.1.3, $h(v)$ is equal to the potential of $v$ if we fix the potential of $s$ and $t$ as above. By Ohm's Law, the current through an edge $s j$ is $h(j)-h(s)=h(j)$. Hence the current through the network is $\sum_{j \in N(s)} h(j)=$ $F(s, t)$, and the effective resistance is $R(s, t)=1 / F(s, t)$.

The assertion about commute time is a bit more difficult to prove. We know that $h(u)$ is the probability that a random walk starting at $u$ visits $b$ before $a$. Hence $p=(1 / \operatorname{deg}(s)) \sum_{u \in N(s)} h(u)=F(s, t) / \operatorname{deg}(s)$ is the probability that a random walk starting at $s$ hits $t$ before returning to $s$.

Let $\mathbf{T}$ be the first time when a random walk starting at $s$ returns to $s$ and let $\mathbf{S}$ be the first time when it returns to $s$ after having visited $t$. We know from the theory of random walks that $\mathrm{E}(\mathbf{T})=2 \mathrm{~m} / \operatorname{deg}(s)$ and by definition, $\mathrm{E}(\mathbf{S})=$ $\operatorname{comm}(s, t)$. Clearly $\mathbf{T} \leq \mathbf{S}$ and $\mathbf{T}=\mathbf{S}$ means that the random walk starting at $s$ hits $t$ before returning to $s$. Thus $\mathrm{P}(\mathbf{T}=\mathbf{S})=p$. If $\mathbf{T}<\mathbf{S}$, then after the first $\mathbf{T}$ steps, we have to walk from $s$ until we reach $t$ and then return to $s$. Hence $\mathrm{E}(\mathbf{S}-\mathbf{T} \mid \mathbf{T}<\mathbf{S})=\mathrm{E}(\mathbf{S})$, and so

$$
\mathrm{E}(\mathbf{S}-\mathbf{T})=p \mathrm{E}(\mathbf{S}-\mathbf{T} \mid \mathbf{T}=\mathbf{S})+(1-p) \mathrm{E}(\mathbf{S}-\mathbf{T} \mid \mathbf{T}<\mathbf{S})=(1-p) \mathrm{E}(\mathbf{S})
$$

This gives

$$
\frac{2 m}{\operatorname{deg}(s)}=\mathrm{E}(\mathbf{T})=\mathrm{E}(\mathbf{S})-\mathrm{E}(\mathbf{S}-\mathbf{T})=p \mathrm{E}(\mathbf{S})=\frac{F(s, t)}{\operatorname{deg}(s)} \operatorname{comm}(s, t)
$$

Simplifying, we get the identity in the theorem.
As a further application of this equivalence between our three models, we describe what can be said if an edge is deleted.

Theorem 4.7. Let $G$ be a connected graph, and let us connect two nodes $i$ and $j$ by a new edge. Then for any two nodes $s, t \in V$,
(a) The ratio comm $(s, t) / m$ does not increase.
(b) (Raleigh Monotonicity) The effective resistance $R(s, t)$ does not increase.
(c) If nodes $s$ and $t$ are nailed down at 0 and 1, the force $F(s, t)$ does not decrease.

Proof. The three statements are equivalent by Theorem 4.6; we prove (c). By (4.9), it suffices to prove that the equilibrium energy does not decrease. Consider the equilibrium position of $G^{\prime}$, and delete the new edge. The contribution of this edge to the energy was nonnegative, so the total energy decreases. The current position of the nodes may not be in equilibrium; but the equilibrium position minimizes the energy, so when they move to the equilibrium of $G^{\prime}$, the energy further decreases.

### 4.2. Estimating harmonic functions

4.2.1. Harmonic flows. Suppose (for simplicity) that $S=\{s, t\}$, and let $h: V \rightarrow \mathbb{R}$ be a function with $h(s)=0, h(t)=1$, and harmonic outside $S$. Then
4.5 tells us that assigning $f(e)=h(v)-h(u)$ to every edge $e=u v$, we get a flow from $s$ to $t$, which we call a harmonic flow. The value of this flow is

$$
\begin{equation*}
F(s, t)=\sum_{v \in N(s)} f(s v)=\sum_{v \in N(t)} f(v t) \tag{4.10}
\end{equation*}
$$

It will be convenient to normalize differently and consider the flow $\widehat{f}=f / F(s, t)$; this has value 1 .

An $s$ - $t$ flow that is, at the same time, a potential, will be called a harmonic flow. The potential constructed from a harmonic function with poles $s$ and $t$ is a harmonic flow, and vice versa. The dimension of the linear space of $s-t$ flows is $m-n+2$, and the dimension of the linear space of potentials is $n-1$. Since $(m-n+2)+(n-1)>m$, these two spaces have a nonzero intersection. This gives yet another proof that harmonic functions with poles $s$ and $t$ exist.

But considering functions on the edges, not only on the nodes, gives more.
Theorem 4.8. Let $G$ be a connected graph and $s, t, \in V$. Then

$$
\begin{equation*}
R(s, t)=\min \sum_{e \in E} g(e)^{2} \tag{4.11}
\end{equation*}
$$

where $g: E \rightarrow \mathbb{R}$ ranges over all functions satisfying $\sum_{e \in C} g(e) \geq 1$ for every s-t cut $C$. Furthermore,

$$
\begin{equation*}
F(s, t)=\min \sum_{e \in E} g(e)^{2}, \tag{4.12}
\end{equation*}
$$

where $g: E \rightarrow \mathbb{R}$ ranges over all functions satisfying $\sum_{e \in E(P)} g(e) \geq 1$ for every $s-t$ path $P$. In both optimization problems, the optimizing function $g$ is a harmonic $s$-t flow.

We can restate these formulas as follows. For $g: E \rightarrow \mathbb{R}_{+}$, let $c_{g}(s, t)$ be the minimum capacity of an $s$ - $t$ cut (viewing $g$ as a capacity function on the edges), and let $d_{g}(s, t)$ be the minimum length of an $s$ - $t$ path (viewing $g$ as a length function on the edges). Then

$$
\begin{equation*}
R(s, t)=\min _{g: \mathbf{E} \rightarrow \mathbb{R}_{+}} \frac{|g|^{2}}{c_{g}(s, t)^{2}} \quad \text { and } \quad F(s, t)=\min _{g: \mathbf{E} \rightarrow \mathbb{R}_{+}} \frac{|g|^{2}}{d_{g}(s, t)^{2}} \tag{4.13}
\end{equation*}
$$

We can also write this as

$$
\begin{equation*}
R(s, t)=\max _{g: \mathrm{E} \rightarrow \mathbb{R}_{+}} \frac{d_{g}(s, t)^{2}}{|g|^{2}} \quad \text { and } \quad F(s, t)=\max _{g: \mathrm{E} \rightarrow \mathbb{R}_{+}} \frac{c_{g}(s, t)^{2}}{|g|^{2}} \tag{4.14}
\end{equation*}
$$

Proof. We prove the first identity; the second one can be proved similarly, or by referring to a general duality result (Proposition C. 2 in the Appendix). Let $g$ be an optimizer in 4.11). We may assume that $g \geq 0$ (else, we can replace it by $|g|$ ). We replace each undirected edge $e$ by two, oppositely directed edges $e^{\prime}$ and $e^{\prime \prime}$, and consider $g(e)=g\left(e^{\prime}\right)=g\left(e^{\prime \prime}\right)$ as the capacity of each of them. The condition on $g$ says that every $s-t$ cut has total capacity at least 1. By the Max-Flow-Min-Cut Theorem, the graph carries an $s$ - $t$ flow $f$ of value 1 with $0 \leq f \leq g$. We may assume that $\min \left\{f\left(e^{\prime}\right), f\left(e^{\prime \prime}\right)\right\}=0$. Replacing $g$ with $g^{\prime}(e)=\max \left\{f\left(e^{\prime}\right), f\left(e^{\prime \prime}\right)\right\}$ we get a function satisfying the conditions of the theorem, and decrease the objective function, unless $g^{\prime}=g$. If we delete one of $e^{\prime}$ and $e^{\prime \prime}$ for which $f=0$, we get an orientation of $G$ on which $g$ defines a flow of value 1 .

So $g$ minimizes $\sum_{e} g(e)^{2}$ over all $s$ - $t$ flows of value 1. Such flows form an affine subspace $A \subseteq \mathbb{R}^{E}$. The minimizer is the closest point of $A$ to the origin; hence it is orthogonal to $A$. Shifting $A$ to the origin we get the space of all circulations; the orthogonal complement of this space is the space $A_{0}$ of all potentials. So $g$ is both an $s$ - $t$ flow of value 1 and a potential, i.e., a harmonic flow.

We can write $g(u v)=h(v)-h(u)$ for every edge $u v$, and $h$ is a harmonic function with poles at $s$ and $t$. By the electrical networks model, we have $R(s, t)=$ $h(t)-h(s)$. Switching to the rubber band model, $\sum_{e} g(e)^{2}=\sum_{e}(h(v)-h(u))^{2}$ is twice the energy stored in the rubber bands, when $s$ and $t$ are stretched to a distance of $R(s, t)$. By our discussion of the rubber band model, this is $F(s, t) R(s, t)^{2}=$ $R(s, t)$.
4.2.2. Combinatorial bounds. Choosing appropriate functions $g$ in 4.13 or (4.14, we can prove useful combinatorial bounds. Let us start with an important example.
Example 4.9. Consider the grid formed by the lattice points $(i, j)$ with $|i|,|j| \leq k$. Identify the boundary to a single node $t$, and let $s=(0,0)$. We show how to use the inequalities in the previous section to prove

$$
\begin{equation*}
R(s, t) \sim \frac{1}{4} \ln k \tag{4.15}
\end{equation*}
$$

To this end, let us define

$$
g(e)=\frac{1}{r+1} \quad(e \in E)
$$

where $r$ is the distance of $e$ from $s$ in the grid graph. (We had to add 1 so that the edges incident with $s$ get finite weight.) This value of $g(e)$ is not the harmonic flow from $s$ to $t$, which would be more complicated to express. To motivate, notice that (in the whole grid) there are $4 r+4$ edges at distance $r$ from $s$, forming a cut $C_{r}$ of total weight is 4 , independently of $r$. So from the point of view of these cuts, $g$ "looks like" and $s$ - $t$-flow of value 4.

We need to do some computations. First, $E$ contains $k$ of the cuts $C_{0}, \ldots, C_{k-1}$, and is covered by the cuts $C_{0}, \ldots, C_{2 k-1}$, and hence

$$
|g|^{2} \geq \sum_{r=0}^{k-1}(4 r+4) \frac{1}{(r+1)^{2}}=4 \sum_{j=1}^{k} \frac{1}{j}=4 H_{k}
$$

and similarly,

$$
|g|^{2} \leq 4 \sum_{j=1}^{2 k} \frac{1}{j} \leq 4 H_{k}+4
$$

It is clear that every $s$ - $t$ path contains an edge at distance $r$ from $s$ for every $r$, and the shortest path contains exactly one of each, so

$$
d_{g}(s, t)=H_{k}
$$

Finally, we have

$$
\begin{equation*}
c_{g}(s, t)=4 \tag{4.16}
\end{equation*}
$$

The proof of this is elementary, but takes a bit more work, and is left to the reader as Exercise 4.9 .

Now by 4.13,

$$
R(s, t) \leq \frac{|g|^{2}}{c_{g}(s, t)^{2}} \leq \frac{4 H_{k}+4}{16}=\frac{H_{k}+1}{4}
$$

and by 4.14,

$$
R(s, t) \geq \frac{d_{g}(s, t)^{2}}{|g|^{2}} \geq \frac{H_{k}^{2}}{4 H_{k}+4}>\frac{H_{k}-1}{4}
$$

These estimates prove 4.15.
Let us return to general graphs, and formulate a corollary of Theorem 4.8.
Corollary 4.10. Let $C_{1}, \ldots, C_{k}$ be edge-disjoint cuts separating $s$ and $t$. Then

$$
\begin{equation*}
R(s, t) \geq \sum_{j=1}^{k} \frac{1}{\left|C_{j}\right|} \tag{4.17}
\end{equation*}
$$

Proof. Let

$$
g(e)= \begin{cases}\frac{1}{\left|C_{j}\right|}, & \text { if } e \in C_{j} \text { for some } j \\ 0, & \text { otherwise }\end{cases}
$$

Then

$$
|g|^{2}=\sum_{e \in E} g(e)^{2}=\sum_{j=1}^{k} \sum_{e \in C_{j}} \frac{1}{\left|C_{j}\right|^{2}}=\sum_{j=1}^{k} \frac{1}{\left|C_{j}\right|}
$$

Since every $s$ - $t$ path intersects every cut $C_{j}$, we have

$$
d_{g}(s, t) \geq \sum_{j=1}^{k} \frac{1}{\left|C_{j}\right|}
$$

and so

$$
R(s, t) \geq \frac{\left(\sum_{j=1}^{k} 1 /\left|C_{j}\right|\right)^{2}}{\sum_{j=1}^{k} 1 /\left|C_{j}\right|}=\sum_{j=1}^{k} \frac{1}{\left|C_{j}\right|}
$$

As a further application, we prove a bound on the "smoothness" of a harmonic function.

Corollary 4.11. Let $G$ be a graph, and let $h: V \rightarrow \mathbb{R}_{+}$be harmonic outside a set $S \subseteq V$. Let $u, v \in V \backslash S$ such that $u v \in E$ and $h(u) \leq h(v)$, and let $C_{1}, \ldots, C_{t}$ be edge-disjoint cuts in $G \backslash u v$ separating $u$ from $S^{\prime}=\{x \in S: h(x) \leq h(u)\}$. Then

$$
h(v)-h(u) \leq\left(\sum_{j=1}^{t} \frac{1}{\left|C_{j}\right|}\right)^{-1} h(u)
$$

Proof. Recalling the rubber band model, we can think of each node $x \in S$ as nailed at $h(x)$. Then $|h(u)-h(v)|$ is the length to which $u v$ is stretched. We may assume that $h(u)<h(v)$. Let $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be the union of those paths from $u$ to a nailed node along which $h$ is monotone decreasing. We may assume that all nodes of $V \backslash V^{\prime}$ are nailed; in particular, $v$ is nailed.

We claim that deleting the edges in $E \backslash E^{\prime}$, the length to which $u v$ is stretched is increasing. This follows if we show that all nodes of $V^{\prime}$ move down. Suppose that this is not the case, and let $w \in V^{\prime}$ be node that moves up the most, say by a distance of $s$. Then all its neighbors in $V^{\prime}$ move up by at most $s$, so they will pull
down at least as much as before. In addition, any deleted edge pulled $w$ upwards. It follows that equality must hold, so all neighbors of $w$ must move up by the same distance $s$. Since $w$ is on a path from $u$ to a nailed node $x$, this implies that $x$ must move up by $s$, which is impossible as $x$ is nailed.

By a similar argument, we may assume that $h(x)=0$ for all nodes in $S^{\prime}$. It follows by 4.17) that the force with which $G^{\prime}$ pulls $u$ down is

$$
F_{G^{\prime}}(s, u)=\frac{1}{R_{G^{\prime}}(s, u)} \leq\left(\sum_{i=1}^{k} \frac{1}{\left|C_{i}\right|}\right)^{-1} h(u)
$$

(note: $G^{\prime}$ is stretched to a length of $h(u)$ ). This is counteracted by the force on the edge $u v$, which is $h(v)-h(u)$.

We conclude with a special case showing that the bound in the previous example is nontrivial. We return to the planar grid, but more generally than before we consider a simple closed lattice polygon $P$, and the subgraph $G$ of the grid formed by all edges and nodes on or inside $P$. Let $h_{0}: V(P) \rightarrow[0,1]$ be given, and let $h$ be the harmonic extension of $h_{0}$ to the interior of $P$. The following Corollary shows that far from the boundary, $h$ is "smooth". (Such a result does not remain true in dimension 3, see Exercise 4.11.)

Corollary 4.12. Let $u v \in E$, and let $t$ be the graph distance of uv from $P$. Then

$$
|h(v)-h(u)| \leq \frac{6}{\ln t}
$$

Proof. Let $C_{j}$ be the cut formed by all edges with one endpoint at Manhattan distance $j$ and the other at Manhattan distance $j-1$ from $u$. (The Manhattan distance is the graph distance in the whole grid graph, which may be smaller than the graph distance in $G$.) Then $\left|C_{j}\right| \leq 6 j$, and the cuts $C_{1}, \ldots, C_{t}$ separate $u$ from $P$. So Corollary 4.11 implies that

$$
h(v)-h(u) \leq\left(\sum_{j=1}^{t} \frac{1}{\left|C_{j}\right|}\right)^{-1} \leq\left(\sum_{j=1}^{t} \frac{1}{6 j}\right)^{-1}<\frac{6}{\ln t}
$$

### 4.3. Inverting the Laplacian

In the proof of the existence of harmonic functions with given poles, we had to invert the Laplacian - in a sense. It will be useful to discuss the solution of an equation

$$
\begin{equation*}
L x=a . \tag{4.18}
\end{equation*}
$$

First, for this to be solvable, we must have $\mathbb{1}^{\top} a=0$; indeed, $\mathbb{1}^{\top} a=\mathbb{1}^{\top} L x=0$. Second, we may assume that $\mathbb{1}^{\top} x=0$; indeed, if $x$ is a solution, then $x+\alpha \mathbb{1}$ is a solution for every real number $\alpha$, and from this family of solutions, it suffices to find the one with $\mathbb{1}^{\top} x=0$. Now if $\mathbb{1}^{\top} x=\mathbb{1}^{\top} a=0$, or equivalently $J x=J a=0$, then

$$
\begin{equation*}
(L+J)^{-1} a=(L+J)^{-1} L x=(L+J)^{-1}(L+J) x=x \tag{4.19}
\end{equation*}
$$

thus giving an explicit solution of 4.18).
As an important special case of this simple computation, let $G$ be an electrical network with unit resistances on the edges, and let us send a unit current from
node $s$ to node $t$. Then the potentials $x$ of the nodes will satisfy the equation $L x=e_{s}-e_{t}$, and hence $x=(L+J)^{-1}\left(e_{s}-e_{t}\right)$. The effective resistance is

$$
\begin{equation*}
R(s, t)=x_{s}-x_{t}=\left(e_{s}-e_{t}\right)^{\top}(L+J)^{-1}\left(e_{s}-e_{t}\right) \tag{4.20}
\end{equation*}
$$

We describe two (related) algebraic methods to produce certain "inverses" of the Laplacian.
4.3.1. Poisson's formula and Green's function. We can rewrite formula (4.7) as follows. Let $\alpha_{v, S}(u)$ denote the probability that the first point in $S$ of a random walk starting at $v$ is $u$ (where $S \subset V$ is a nonempty set). We call $\alpha_{v, S}: S \rightarrow \mathbb{R}_{+}$the hitting distribution (from $v$ on $S$ ). Using this distribution, the harmonic extension of a function $h_{0}$ on $S$ can be expressed as

$$
\begin{equation*}
h(v)=\sum_{u \in S} \alpha_{v, S}(u) h_{0}(u) \tag{4.21}
\end{equation*}
$$

This equation can be regarded as a discrete version of Poisson's Formula.
Set $T=V \backslash S$. To keep our notation a bit simpler, we write (in this section) $f_{T}$ for the restriction $\left.f\right|_{T}$ of a function $f$ to a set $T$. We are looking for a function $h: V \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
(L h)_{T}=0 \quad \text { and } \quad h_{S}=h_{0} \tag{4.22}
\end{equation*}
$$

Let us partition the Laplacian of $G$ as

$$
L=\left(\begin{array}{cc}
L_{T} & L_{T S}  \tag{4.23}\\
L_{S T} & L_{S}
\end{array}\right)
$$

(where the first block of rows and columns corresponds to nodes in $T$; note that $\left.L_{S T}=-A_{S T}\right)$. The matrix $L_{T}$ will play an important role, and we need two simple properties of it: $L_{T}$ is invertible and its inverse is nonnegative. Both properties mentioned can be proved in (slightly) larger generality, and we will need them elsewhere in this more general form.
Lemma 4.13. Let $M \in \mathbb{R}^{V \times V}$ be a positive semidefinite matrix whose nullspace is one-dimensional and it is spanned by a vector with nonzero coordinates. Then every proper principal minor of $M$ is positive definite.

Proof. Let $M_{T}$ denote the principal minor of $M$ formed by the rows and columns indexed by elements of $T \subset V$. The matrix $M_{T}$ is trivially positive semidefinite. If $M_{T} x=0$ for some $0 \neq x \in \mathbb{R}^{T}$, then for the vector $y=\binom{x}{0} \in \mathbb{R}^{V}$, we have $y^{\top} M y=x^{\top} M_{T} x=0$. Since $M$ is positive semidefinite, this shows that $y$ is in the nullspace of $M$. But $y$ cannot be parallel to the vector spanning the nullspace of $M$, a contradiction.

Lemma 4.14. Let $M$ be a positive definite matrix whose off-diagonal entries are nonpositive. Then $M^{-1} \geq 0$.

Proof. We may assume that the largest eigenvalue of $M$ is 1 . Then its diagonal entries are at most 1 , and hence $B=I-M$ is positive semidefinite and all entries of it are nonnegative. Since $M$ is positive definite, all eigenvalues of $B$ are strictly less than 1 , and hence the series expansion

$$
M^{-1}=(I-B)^{-1}=\left(I+B+B^{2}+\ldots\right)
$$

is convergent. Since all entries of all terms in the last sum are nonnegative, the same holds for $M^{-1}$.

Coming back to solving equation 4.22 for the function $h$, we see that the restriction $h_{S}$ is given, and to get the restriction $h_{T}$, we only have to solve the equation

$$
L_{T} h_{T}+L_{T S} h_{S}=0
$$

Since $L_{T}$ is invertible by Lemma 4.13, this system can be solved for $h_{T}$, and we get that

$$
\begin{equation*}
h_{T}=-L_{T}^{-1} L_{T S} h_{S} \tag{4.24}
\end{equation*}
$$

is the unique harmonic extension of $h_{S}$.
The matrix $L_{T}^{-1}$, considered as a function in two variables, is a discrete analogue of Green's function in analysis, and we'll call it the (discrete) Green function of the graph $G$, on the set $T$. (To relate this to the Green function in analysis, think of $T$ as an open domain and of $S$, as its boundary. It is easy to see that nodes of $S$ that are not adjacent to $T$ play no role in the arguments below.) We denote $L_{T}^{-1}$ by $\mathcal{G}_{T}$ or by $\mathcal{G}$ if $T$ is understood.

Formula (4.24) expresses $h_{T}$ as a linear combination of the values of $h_{S}$ :

$$
\begin{equation*}
h(v)=\sum_{u \in S} \sum_{w \in T \cap N(u)} \mathcal{G}_{v w} h(u) \quad(v \in T) \tag{4.25}
\end{equation*}
$$

We have seen such an expression using the hitting probabilities on $S$. Comparing the two, and using the uniqueness of harmonic extensions, we get that the probability that a random walk starting at a node $v \in T$ first hits the set $S$ at node $u$ is given by

$$
\begin{equation*}
\alpha_{v, S}(u)=-\left(\mathcal{G} L_{T S}\right)_{v u}=\sum_{w \in N(u) \cap T} \mathcal{G}_{v w} . \tag{4.26}
\end{equation*}
$$

Generalizing equation 4.25), the Green function provides an important formula to express the values of an arbitrary function in terms of its harmonicity defect on $T$ and its values on $S$ :

Lemma 4.15. For every function $f: V \rightarrow \mathbb{R}$ and $v \in T$,

$$
f(v)=\sum_{w \in T} \mathcal{G}_{v w}\left((L f)(w)+\sum_{u \in S \cap N(w)} f(u)\right) .
$$

We can write the formula more compactly:

$$
\begin{equation*}
f_{T}=\mathcal{G}(L f)_{T}-\mathcal{G} L_{T S} f_{S} \tag{4.27}
\end{equation*}
$$

or less compactly:

$$
\begin{equation*}
f(v)=\sum_{w \in T} \mathcal{G}_{v w}(L f)(w)+\sum_{u \in S} \sum_{w \in T \cap N(u)} \mathcal{G}_{v w} f(u) . \tag{4.28}
\end{equation*}
$$

If $f$ is the harmonic extension of $f_{S}$, then the first term vanishes, and the second gives 4.25.

Proof. From the definition of the partition of $L$, we have

$$
(L f)_{T}=L_{T} f_{T}+L_{T S} f_{S}
$$

Applying $\mathcal{G}$ from the left,

$$
\mathcal{G}(L f)_{T}=\mathcal{G} L_{T} f_{T}+\mathcal{G} L_{T S} f_{S}=f_{T}+\mathcal{G} L_{T S} f_{S}
$$

Rearranging, we get 4.27).

Let us conclude with a nice application of the Green function, raised by Grassberger (private correspondence). Let $G$ be a simple graph, and fix a node $v \in V(G)$. For two nodes $i, j \in N(v)$, let $\sigma_{i j}$ denote the probability that a random walk starting at $v$ and leaving through the edge $v i$, first returns to $v$ through the edge $v j$.

Corollary 4.16. For any two distinct nodes $i, j \in N(v)$, we have $\sigma_{i j}<\sigma_{i i}$.
Proof. Let $T=V(G) \backslash\{v\}$ and $\mathcal{G}=L_{T}^{-1}$ the corresponding Green function. We claim that

$$
\begin{equation*}
\sigma_{i j}=\mathcal{G}_{i j} \tag{4.29}
\end{equation*}
$$

Indeed, let us split $v$ into $\operatorname{deg}(v)$ nodes $i^{\prime}(i \in N(v))$, to get a graph $G^{\prime}$. So $i i^{\prime} \in E\left(G^{\prime}\right)$. Let $S=\left\{i^{\prime}: i \in N(v)\right\}$. This operation does not change the Green function on $T$. The probability $\sigma_{i j}$ can be interpreted as the probability that a random walk on $G^{\prime}$ starting at $i$ hits $S$ at $j^{\prime}$. By 4.26), we have

$$
\sigma_{i j}=\sum_{w \in N\left(j^{\prime}\right) \cap T} \mathcal{G}_{i w}=\mathcal{G}_{i j}
$$

proving 4.29).
Since $\left(\sigma_{i j}: j \in N(v)\right)$ is a probability distribution, we have

$$
\begin{equation*}
\sum_{j \in N(v)} \mathcal{G}_{i j}=1 \quad(i \in V) \tag{4.30}
\end{equation*}
$$

It also follows that the matrix $\left(\sigma_{i j}\right)_{i, j \in N(v)}$ is symmetric and positive definite.
Let $i \in N(v)$, and let us pivot in $\mathcal{G}$ on the entry $(i, i)$, and then delete the $i$-th row and column. The resulting matrix is the inverse of the matrix $L_{V \backslash\{v, i\}}$, which is a positive definite matrix with nonpositive offdiagonal entries, and hence its inverse is nonnegative by Lemma 4.14. This implies that

$$
\begin{equation*}
\mathcal{G}_{i i} \mathcal{G}_{j k} \geq \mathcal{G}_{j i} \mathcal{G}_{i k} \tag{4.31}
\end{equation*}
$$

for all $i, k, j \in N(v)$. Note that strict inequality holds for $k=j$, since $\mathcal{G}$ is positive definite. Summing over all $k \in N(v)$, and using 4.30, we get the Corollary.
4.3.2. Generalized inverses, random walks and resistance. The Laplacian $L$ is a singular matrix, and hence it does not have an inverse. But, as every matrix, it has a pseudoinverse. While there are different notions of pseudoinverses, in this short section we'll mean that introduced by E.H. Moore, A. Bjerhammar and R. Penrose. The pseudoinverse $A^{-1}$ for an arbitrary matrix $A$ can be defined by the conditions

$$
\begin{equation*}
A A^{-1} A=A, \quad A^{-1} A A^{-1}=A^{-1} \tag{4.32}
\end{equation*}
$$

and

$$
\begin{equation*}
A A^{-1}, A^{-1} A \text { are symmetric. } \tag{4.33}
\end{equation*}
$$

It is not very hard to prove that a matrix $A^{-1}$ with these properties always exists, and is uniquely determined (Exercise 4.12). We shall need this construction for the Laplacian of a connected graph $G$ only, in which case it is almost trivial: writing

$$
L=\sum_{k=2}^{n} \mu_{k} v_{k} v_{k}^{\top}
$$

where $\mu_{1}=0<\mu_{2} \leq \cdots \leq \mu_{n}$ are the eigenvalues of the Laplacian, and $v_{1}, \ldots, v_{n}$ are the corresponding eigenvectors, the matrix

$$
L^{-1}=\sum_{k=2}^{n} \frac{1}{\mu_{k}} v_{k} v_{k}^{\top}
$$

satisfies the conditions of the pseudoinverse, which is straightforward to check. It is also easy to compute that

$$
\begin{equation*}
L^{-1} L=L L^{-1}=I-v_{1} v_{1}^{\top}=I-\frac{1}{n} J \tag{4.34}
\end{equation*}
$$

To compute the pseudoinverse of $L$, we don't have to find the spectral decomposition of $L$. It suffices to use again that $L+J$ is an invertible matrix with spectral decomposition

$$
L+J=n v_{1} v_{1}^{\top}+\sum_{k=2}^{n} \mu_{k} v_{k} v_{k}^{\top}
$$

and its inverse is

$$
(L+J)^{-1}=\frac{1}{n} v_{1} v_{1}^{\top}+\sum_{k=2}^{n} \frac{1}{\mu_{k}} v_{k} v_{k}^{\top}=\frac{1}{n^{2}} J+L^{-1}
$$

Hence

$$
\begin{equation*}
L^{-1}=(L+J)^{-1}-\frac{1}{n^{2}} J . \tag{4.35}
\end{equation*}
$$

(We could use in these arguments a matrix $L+c J$ with any nonzero $c$ instead of $L+J$; it would lead to similar formulas.)

We can go a little further: since $L$ is positive semidefinite, we can raise its nonzero eigenvalues to any real power, and define

$$
L^{t}=\sum_{k=2}^{n} \mu_{k}^{t} v_{k} v_{k}^{\top}
$$

for $t \in \mathbb{R}$. This way we get a family of symmetric matrices, so that $L^{1}=L, L^{t}$ is a continuous function of $t$, and $L^{t+s}=L^{t} L^{s}$ for $s, t \in \mathbb{R}$. These matrices can be used to construct an interesting geometric representation, which encodes the effective resistances in the graph (cf. also equation 4.20) above):

Proposition 4.17. Let $G$ be a connected graph, with a unit resistance on each edge. Let $\mathbf{u}_{i} \in \mathbb{R}^{V}(i \in V)$ be the columns of $L^{-1 / 2}$. Then

$$
R(i, j)=\left(L^{-1}\right)_{i i}+\left(L^{-1}\right)_{j j}-2\left(L^{-1}\right)_{i j}=\left|\mathbf{u}_{j}-\mathbf{u}_{i}\right|^{2}
$$

for any two nodes $i$ and $j$.
Proof. Let us push a unit current from $i$ to $j$, by keeping $i$ and $j$ at appropriate voltages. Let $x_{k}$ be the voltage of node $k$. Only the differences of these voltages matter, so we may assume that $\mathbb{1} x=0$. Then the Kirchhoff node equations say that $L x=e_{j}-e_{i}$, and using 4.34, we get that

$$
x=L^{-1}\left(e_{j}-e_{i}\right) .
$$

So

$$
R(i, j)=x_{j}-x_{i}=\left(e_{j}-e_{i}\right)^{\top} L^{-1}\left(e_{j}-e_{i}\right) L_{i i}^{-1}+L_{j j}^{-1}-2 L_{i j}^{-1}
$$

which we can also write as

$$
R(i, j)=\left|L^{-1 / 2}\left(e_{j}-e_{i}\right)\right|^{2}=\left|\mathbf{u}_{j}-\mathbf{u}_{i}\right|^{2}
$$

These constructions work for edge-weighted Laplacians as well.
Remark 4.18. For invertible matrices, their adjoint is a scalar multiple of their inverse. The adjoint can be defined for singular matrices; is the generalized inverse of the Laplacian related to its adjoint? Not really. Since $L$ has rank $n-1$, the adjoint is nonzero. However, from the equation $L L^{\text {adj }}=\operatorname{det}(L) I=0$ we see that every column and (by symmetry) every row of $L^{\text {adj }}$ is a multiple of $\mathbb{1}$, and so $L^{\text {adj }}=c J$. The only interesting information contained in the adjoint is the constant $c$, which is the number of spanning trees in the graph (Exercise 4.6).

Exercise 4.1. Let $G$ be a connected graph and $T$, a spanning tree of $G$. For each edge $e \in E \backslash E(T)$, let $C_{e}$ denote the cycle of $G$ consisting of $e$ and the path in $T$ connecting the endpoints of $e$. Prove that if Kirchhoff's Voltage Law holds for these cycles $C_{e}$, then it holds for all cycles.
Exercise 4.2. Prove that for every connected graph $G$, the effective resistances $R(i, j)$ as well as their square roots satisfy the triangle inequality: for any three nodes $a, b$ and $c, R(a, c) \leq R(a, b)+R(b, c)$, and $\sqrt{R(a, c)} \leq \sqrt{R(a, b)}+\sqrt{R(b, c)}$.
Exercise 4.3. Let $G$ be a connected graph and let $\mathbf{u}_{i} \in \mathbb{R}^{V}(i \in V)$ be the $i$-th column of $L^{-1 / 2}$. Prove that for any three nodes $i, j, k \in V$, the triangle $\mathbf{u}_{i} \mathbf{u}_{j} \mathbf{u}_{k}$ is not obtuse. When does it have a right angle?
Exercise 4.4. A function $f: V \rightarrow \mathbb{R}$ is subharmonic at a node $v \in V$ if

$$
\begin{equation*}
\frac{1}{\operatorname{deg}(v)} \sum_{u \in N(v)} h(u) \geq h(v) . \tag{4.36}
\end{equation*}
$$

Let $S \subseteq V$ be a nonempty set, and let $f: V \rightarrow \mathbb{R}$ be subharmonic at every node of $V \backslash S$. Let $v \in V \backslash S$, and let $a_{v} \in S$ be a random node from the hitting distribution on $S$ (starting at $v$ ). Prove that

$$
f(v) \leq \mathrm{E}_{v}\left(f\left(a_{v}\right)\right)
$$

Exercise 4.5. Show by examples that the commute time comm $(a, b)$ can both increase and decrease when we add an edge to the graph.
Exercise 4.6. Let $G$ be a connected graph, and let $\mathcal{T}(G)$ denote the number of spanning trees of $G$. Let $L^{\prime}$ be the matrix obtained by deleting from $L$ a row and the corresponding column. (a) Prove that $\operatorname{det}\left(L^{\prime}\right)=\mathcal{T}(G)$. (b) Prove that $\operatorname{det}(L+J)=n^{2} \mathcal{T}(G)$. (c) Use these facts to prove Cauchy's Formula: $\mathcal{T}\left(K_{n}\right)=$ $n^{n-2}$.
Exercise 4.7. Let $G^{\prime}$ denote the graph obtained from the graph $G$ by identifying nodes $a$ and $b$. Prove that $R(a, b)=\mathcal{T}\left(G^{\prime}\right) / \mathcal{T}(G)$.
Exercise 4.8. Let $G$ be a graph and $e, f \in E, e \neq f$. Prove that $\mathcal{T}(G) \mathcal{T}(G \backslash$ $\{e, f\}) \leq \mathcal{T}(G \backslash e) \mathcal{T}(G \backslash f)$.
Exercise 4.9. To every edge $e$ of the standard grid in the plane, let us assign the weight $g(e)=1 /(r+1)$, where $r$ is the distance of $e$ from the origin. Let $S$ be a set of edges that blocks every infinite path from the origin. Prove that $g(S) \geq 4$.
Exercise 4.10. Let $A$ be an irreducible positive definite matrix whose off-diagonal entries are nonpositive. Prove that all entries of $A^{-1}$ are positive.
Exercise 4.11. Show by an example that the smoothness property stated in Corollary 4.12 does not remain valid for the 3 -dimensional grid.
Exercise 4.12. Prove that if the rows of a matrix $A$ are linearly independent, then $A A^{\top}$ is nonsingular, and $A^{-1}=A^{\top}\left(A A^{\top}\right)^{-1}$ satisfies the conditions for the pseudoinverse of $A$.

Exercise 4.13. Prove that every matrix has a unique pseudoinverse.
Exercise 4.14. Prove that for a connected $d$-regular graph $G$, the pseudoinverse of $L$ can be used to express hitting times by the following formula:

$$
H_{i j}=d n\left(\left(L^{-1}\right)_{i j}-\left(L^{-1}\right)_{i i}\right)
$$

Extend this formula to non-regular graphs, using the pseudoinverse of the scaled Laplacian matrix $\widehat{L}=D^{-1 / 2} L D^{-1 / 2}$ instead of $L^{-1}$.
Exercise 4.15. We have seen that for every graph $G$ one can define a family of symmetric matrices $L^{t}(t \in \mathbb{R})$ so that $L^{1}=L, L^{t}$ is a continuous function of $t$, and $L^{t+s}=L^{t} L^{s}$ for $s, t \in \mathbb{R}$. Prove that such a family of symmetric matrices is unique.
Exercise 4.16. Let $M$ be a positive definite $n \times n$ matrix whose off-diagonal entries are nonpositive. Let $N$ be a submatrix of $M^{-1}$ formed by rows $1, \ldots, k, i$ and columns $1, \ldots, k, j$, where $k<i, j \leq n$. Prove that $\operatorname{det}(N) \geq 0$.

## CHAPTER 5

## Coin Representation

One of the deepest representation results for planar graphs is the "coin representation" (representation by touching circles) Koebe 1936. This result has numerous versions, extensions, and applications. It gives a Steinitz representation by a very special polytope (the Cage Theorem), and it has close relations with the Riemann Mapping Theorem in complex analysis.

### 5.1. Koebe's theorem

We say that a family of (circular) disks is nonoverlapping, if their interiors are disjoint. Such a family gives rise to a tangency graph: we represent each member of the family by a node, and connect two nodes if the corresponding disks are touching. It is natural to turn this into a geometric representation: we represent each disk by its center, and each edge by the segment connecting the corresponding centers. Trivially, this edge passes trough the point of tangency of the two circles, and different edges do not intersect except if they have a common endpoint. So we get a planar map (Figure 5.1). Koebe's Theorem will provide a converse to this easy observation.


Figure 5.1. Tangency graph of a set of disks

The same graph can, of course, be represented by many systems of disks. For example, a cycle can be represented by any necklace of pearls-these may be equal, or different, and laid out in many different ways (Figure 5.2).

If the graph is a triangulation, then the representation is "essentially unique", as we will see. But even in this case, we can modify the set of disks: for example, we can apply inversion to all of them with respect to a further circle $C$ (see Appendix A.4.2 for notions and results concerning circles, relevant throughout this chapter). If the center of $C$ is not covered by any of the disks, then this inversion results in another representation by a family of disks. If the center of $C$ is in the interior of one of the disks (call this $D$ ), then we get a similar picture, except that the other


Figure 5.2. Different representations of a 10-cycle by touching disks
disks will be contained in the interior of the image $D^{\prime}$ of $D$ (Figure 5.3). We say that we have a coin representation with $D$ turned inside out. We are going to make good use of this version of the coin representation in Section 5.3 .


Figure 5.3. Representation of a planar graph by touching disks, and a representation of the same graph, where the exterior of one of the disks plays the role of its "body".

After these remarks, we are ready to state the fundamental theorem of Koebe.
Theorem 5.1 (Koebe's Theorem). Every planar graph can be represented as the tangency graph of a family of nonoverlapping circular disks.

Such a family of circular disks is called a Koebe representation, or coin representation of the graph. We'll prove this theorem after formulating a stronger version.

Koebe's Theorem can be strengthened and generalized in various ways. To motivate the extension we are going to discuss next, consider a bounded triangular face $p=a b c$ of the tangency map $G$ of a family $\mathcal{F}$ of non-overlapping circles, where $a$ is the center of the circle $C_{a}$ etc. Let $D_{p}$ denote the inscribed circle of $p$, touching the edges of the triangle at points $u, v$ and $w$ (Figure 5.4). Then $|a-u|=|a-v|$ (as these segments are tangents to $D_{p}$ from the same point), and similarly $|b-u|=|b-w|$ and $|c-v|=|c-w|$. So the circle $C_{a}^{\prime}$ about $a$ with radius $|a-u|=|a-v|$, and the circles $C_{b}^{\prime}$ and $C_{c}^{\prime}$ defined analogously are mutually tangent. It is easy to see that this implies that $C_{a}^{\prime}=C_{a}, C_{b}^{\prime}=C_{b}$ and $C_{c}^{\prime}=C_{c}$. The circle $D_{p}$ intersects each of these circles orthogonally.

Now consider another bounded triangular country $q=a b d$ of $G$, sharing the $a b$ with $a b c$. The previous argument implies that the inscribed circle $D_{q}$ of $q$ must also touch the edge $a b$ at $u$, and it is also tangent to $D_{p}$ at this point. If all countries are triangular, then the family $\mathcal{F}^{*}$ of inscribed circles of bounded


Figure 5.4. Left: A triangle in the tangency graph and its inscribed circle. Right: For two triangles sharing an edge, the inscribe circles touch the edge at the same point.
countries is well defined, and its tangency graph is the dual of $G$ (with capital of the unbounded country omitted). We can also include the circle inscribed in the unbounded country, but its "center" should be thought of as the "point at infinity".

What happens if not all countries are triangles? A non-triangular country may not even have an inscribed circle (touching all edges). The main result below will imply that every 3 -connected planar graph $G$ has a special representation as the tangency graph of a family of circles in which all countries have inscribed circles.

To be precise, we define a double circle representation of a planar map $G$ as two families of circles in the plane, $\left(C_{i}: i \in V\right)$ and $\left(D_{p}: p \in V^{*}\right)$, so that for every edge $i j$, bordering countries $p$ and $q$, the following holds: the circles $C_{i}$ and $C_{j}$ are tangent at a point $\mathbf{x}_{i j}$; the circles $D_{p}$ and $D_{q}$ are tangent at the same point $\mathbf{x}_{i j}$; and the circles $D_{p}$ and $D_{q}$ intersect the circles $C_{i}$ and $C_{j}$ at this point orthogonally. Furthermore, the interiors of the circular discs $\widehat{C}_{i}$ bounded by the circles $C_{i}$ are disjoint and so are the disks $\widehat{D}_{j}$, except that the circle $D_{p_{\infty}}$ representing the unbounded country contains all the other circles $D_{p}$ in its interior.

The conditions in the definition of a double circle representation imply other useful properties. The proof of these facts is left to the reader as an exercise (cf. Figure 5.5).

Proposition 5.2. Let $\left(C_{i}: i \in V ; D_{p}: p \in V^{*}\right)$ be a double circle representation of a 3-connected planar graph $G$. Then (a) Every country $p$ is bounded by a convex polygon, and the circle $D_{p}$ touches every edge of this polygon. (b) For every bounded country $p$, the circles $D_{p}$ and $C_{i}(i \in V(p))$ cover $p$. (c) If $i \in V$ is not incident with $p \in V^{*}$, then $\widehat{C}_{i}$ and $\widehat{D}_{p}$ are disjoint.

The main theorem in this chapter asserts that such representations do exist.
Theorem 5.3. Every 3-connected planar graph has a double circle representation in the plane.

The double circle representation is not unique (we can apply circle-preserving transformations to it), but to make it unique, we only need to fix the circles representing the nodes of a triangular country:

Corollary 5.4. Let $G$ be a 3 -connected planar graph with a triangular country abc. Fixing three mutually tangent openly disjoint disks in the plane to represent $a, b$ and $c$, there is a unique extension to a double circle representation of $G$ with abc as the unbounded country.


Figure 5.5. Left: a double circle representation $K_{4}$ and its dual (another complete graph on 4 nodes). For the circle representing the capital of the unbounded country, the exterior domain should be considered as the disk it "bounds". Right: a piece of a double circle representation of a planar graph and its dual.

In the next sections, we will prove these basic results.
5.1.1. Angles and radii. Let $G$ be a 3 -connected planar map. We transform $G$ so that a triangular country $p_{\infty}$ in $G$ becomes the unbounded country; if $G$ has no triangular country, then we interchange the roles of $G$ and $G^{*}$ (see Proposition 2.1). Let $a, b, c$ be the nodes of $p_{\infty}$. For every node $i \in V$, let $F(i)$ denote the set of bounded countries containing $i$, and for every country $p$, let $V(p)$ denote the set of nodes on the boundary of $p$. Let $U=V \cup V^{*} \backslash p_{\infty}$, and let $J$ denote the set of pairs $i p$ with $p \in V^{*} \backslash p_{\infty}$ and $i \in V(p)$.

Let us start with assigning a positive real number $r_{u}$ to every node $u \in U$. Think of this as a guess for the radius of the circle representing $u$ (we do not guess the radius for the circle representing $p_{\infty}$; this will be easy to add at the end). For every $i p \in J$, we define

$$
\begin{equation*}
\alpha_{i p}=\arctan \frac{r_{p}}{r_{i}} \quad \text { and } \quad \alpha_{p i}=\arctan \frac{r_{i}}{r_{p}} \tag{5.1}
\end{equation*}
$$

We can think of these numbers as guesses for the angles of the right triangle formed by the centers of circles representing a node, an adjacent dual node, and the intersection point of these circles. It is clear that

$$
\begin{equation*}
\alpha_{i p}+\alpha_{p i}=\frac{\pi}{2} \tag{5.2}
\end{equation*}
$$

Now suppose that the circles with radii $r_{u}$ form a proper double circle representation, in which the triangle $a b c$ is regular. Consider a node $i \in V$. For every country $p$ incident with $i, 2 \alpha_{i p}$ is the angle of the corner of $p$ at $i$ (Figure 5.6). Since these corners fill out the available angle around $i$, we have

$$
\sum_{p \in F(i)} \alpha_{i p}= \begin{cases}\pi, & \text { if } i \in V \backslash\{a, b, c\}  \tag{5.3}\\ \pi / 6, & \text { if } i \in\{a, b, c\}\end{cases}
$$

We can derive similar conditions for the countries:

$$
\begin{equation*}
\sum_{i \in V(p)} \alpha_{p i}=\pi \quad\left(p \in V^{*} \backslash p_{\infty}\right) \tag{5.4}
\end{equation*}
$$

The key to the construction of a double circle representation is that these conditions are sufficient.


Figure 5.6. A right triangle in the double circle representation and its parameters

Lemma 5.5. Suppose that the radii $r_{u}>0(u \in U)$ are chosen so that the angles defined by (5.1) satisfy (5.3) and (5.4). Then there is a double circle representation with these radii.

Proof. Construct two right triangles with legs $r_{i}$ and $r_{p}$ for every $i p \in J$, one with each orientation, and glue these two triangles together along their hypotenuse to get a kite $K_{i p}$. Starting from node $a$ of $p_{\infty}$, put down all kites $K_{a p}(p \in F(a))$ in the order of the corresponding countries in a planar embedding of $G$. By (5.3), these will fill an angle of $\pi / 3$ at $a$. Now proceed to a bounded country $p_{1}$ incident with $a$, and put down all the remaining kites $K_{p_{1} i}$ in the order in which the nodes of $p_{1}$ follow each other on the boundary of $p_{1}$. By (5.4), these triangles will cover a neighborhood of $p_{1}$. We proceed similarly to the other bounded countries containing $i_{1}$, then to the other nodes of $p_{1}$, etc. The conditions (5.3) and 5.4 guarantee that we tile a regular triangle.

Let $C_{i}$ be the circle with radius $r_{i}$ about the position of node $i$ constructed above, and define $D_{p}$ analogously. We still need to define $D_{p_{\infty}}$. It is clear that $p_{\infty}$ is drawn as a regular triangle, and hence we necessarily have $r_{a}=r_{b}=r_{c}$. We define $D_{p_{\infty}}$ as the inscribed circle of the regular triangle $a b c$.

It is clear from the construction that we get a double circle representation of $G$.

Of course, we cannot expect conditions $(5.3)$ and (5.4) to hold for an arbitrary choice of the radii $r_{u}$ (equation $(5.2)$ is valid for any choice of positive real numbers $r_{u}$ ). In the next sections we will develop a method to construct radii satisfying the conditions in Lemma 5.5 but first we need two simple lemmas, going in this direction, but not far enough.

For a given assignment of radii $r_{u}(u \in U)$, consider the violation of the conditions in Lemma 5.5. To be precise, for $u \in U$, we define its defect as follows:

$$
\delta_{u}= \begin{cases}\sum_{p \in F(u)} \alpha_{u p}-\pi, & \text { if } u \in V \backslash\{a, b, c\}  \tag{5.5}\\ \sum_{p \in F(u)} \alpha_{u p}-\frac{\pi}{6}, & \text { if } u \in\{a, b, c\} \\ \sum_{i \in V(u)} \alpha_{p u}-\pi, & \text { if } u \in V^{*} \backslash p_{\infty}\end{cases}
$$

(These defects may be positive or negative.) While of course an arbitrary choice of the radii $r_{u}$ will not guarantee that all these defects are 0 , the following lemma shows that this is true at least "on the average":

Lemma 5.6. For every assignment of radii, we have

$$
\sum_{u \in U} \delta_{u}=0
$$

Proof. From the definition,

$$
\begin{aligned}
\sum_{u \in U} \delta_{u} & =\sum_{i \in V \backslash\{a, b, c\}}\left(\sum_{p \in F(i)} \alpha_{i p}-\pi\right)+\sum_{i \in\{a, b, c\}}\left(\sum_{p \in F(i)} \alpha_{i p}-\frac{\pi}{6}\right) \\
& +\sum_{p \in V^{*} \backslash p_{\infty}}\left(\sum_{i \in V(p)} \alpha_{p i}-\pi\right) .
\end{aligned}
$$

Every pair $i p \in J$ contributes $\alpha_{i p}+\alpha_{p i}=\pi / 2$. Since $|J|=2 m-3$, we get

$$
(2 m-3) \frac{\pi}{2}-(n-3) \pi-3 \frac{\pi}{6}-(f-1) \pi=(m-n-f+2) \pi
$$

By Euler's formula, this proves the lemma.
Next we prove that conditions (5.3) and (5.4), considered as linear equations for the angles $\alpha_{i p}$, can be satisfied. (We do not claim here that the solutions are obtained in the form (5.1).)

Lemma 5.7. Let $G$ be a planar map with a triangular unbounded country $p_{\infty}=a b c$. Then there are real numbers $0<\beta_{i p}<\pi / 2(i j \in J)$ satisfying

$$
\sum_{p \in F(i)} \beta_{i p}= \begin{cases}\pi, & \text { if } i \in V \backslash\{a, b, c\}, \\ \pi / 6, & \text { if } i \in\{a, b, c\}\end{cases}
$$

and

$$
\sum_{i \in V(p)}\left(\frac{\pi}{2}-\beta_{i p}\right)=\pi \quad\left(p \in V^{*} \backslash p_{\infty}\right)
$$

Proof. Consider the Tutte rubber band embedding of the graph, with $a, b, c$ nailed to the vertices of a regular triangle. For $i \in V(p)$, let $\beta_{p i}$ denote the angle of the polygon $p$ at the vertex $i$. Then the conclusions are easily checked.
5.1.2. An almost-proof. To prove Theorem 5.3, we want to prove the existence of an assignment of radii so that all defects are zero. Let us start with an arbitrary assignment; we measure its "badness" by its total defect

$$
\mathcal{D}=\sum_{u \in U}\left|\delta_{u}\right|
$$

How to modify the radii so that we reduce the total defect? The key observation is the following. Let $i$ be a node with positive defect $\delta_{i}>0$. Suppose that we increase the radius $r_{i}$, while keep the other radii fixed. Then $\alpha_{i p}$ decreases for every country $p \in F(i)$, and correspondingly $\alpha_{p i}$ increases, but nothing else changes. Hence $\delta_{i}$ decreases, $\delta_{p}$ increases for every $p \in F(i)$, and all the other defects remain unchanged.

Since the sum of (signed) defects remains the same by Lemma 5.6, we can say that some of the defect of node $i$ is distributed to its neighbors (in the graph $(U, J)$ ). (It is more difficult to describe in what proportion this defect is distributed, and we will try to avoid to have to explicitly describe this).

It is clear that the total defect does not increase, and if at least one of the countries incident with $i$ had negative defect, then in fact the total defect strictly decreases.

The same argument applies to nodes in $V^{*}$. Thus if the graph $(U, J)$ contains a node with positive defect, which is adjacent to a node with negative defect, then we can decrease the total defect.

Unless we already have a double circle packing, there certainly are nodes in $U$ with positive defect and other nodes with negative defect. What if these positivedefect nodes are isolated from the negative-defect nodes by a sea of zero-defect nodes? This is only a minor problem: we can repeatedly distribute some of the defect of positive-defect nodes, so that more and more zero-defect nodes acquire positive defect, until eventually we reach a negative-defect node.

Thus if we start with an assignment of radii that minimizes the total defect, then all defects must be 0 , and (as we have seen) we can construct a double circle representation from this.

Are we done? What remains to be proved is that there is a choice of positive radii that minimizes the total defect. This kind of argument about the existence of minimizers is usually straightforward based on some kind of compactness argument, but in this case it is more awkward to prove this existence directly. Below we give a different proof, whose idea is less transparent, but where the existence of a minimizer will be easy to prove.
5.1.3. A more sophisticated objective function. The proof of Theorem 5.3 to be described here is from Colin de Verdière 1991. It might help to follow the argument below if we point out that we work with the variables $x_{i}=\ln r_{i}$.

Proof of Theorem 5.3. For $x \in \mathbb{R}$, define

$$
\phi(x)=\int_{-\infty}^{x} \arctan \left(e^{t}\right) d t
$$

It is easy to verify that the function $\phi$ is monotone increasing, strictly convex, and

$$
\begin{equation*}
\frac{\pi}{2}|x|_{+}<\phi(x)<1+\frac{\pi}{2}|x|_{+} \tag{5.6}
\end{equation*}
$$

for all $x \in \mathbb{R}$.
Let $x \in \mathbb{R}^{U}$. Using the numbers $\beta_{i p}$ from Lemma 5.7, consider the function

$$
\Phi(x)=\sum_{i p \in J}\left(\phi\left(x_{p}-x_{i}\right)-\beta_{i p}\left(x_{p}-x_{i}\right)\right) .
$$

It follows from the convexity of $\phi$ that $\Phi$ is convex; it is not strictly convex, because it is constant if all differences $x_{p}-x_{i}$ remain constant. But it is easy to see that this is the only direction in which it is not strictly convex: if we fix $x_{a}=0$, then it will be a strictly convex function of the remaining variables.

Furthermore, $\Phi(x) \rightarrow \infty$ if $x_{a}=0$ but $|x| \rightarrow \infty$. This follows easily from (5.6):

$$
\begin{aligned}
\Phi(x) & =\sum_{i p \in J}\left(\phi\left(x_{p}-x_{i}\right)-\beta_{i p}\left(x_{p}-x_{i}\right)\right) \geq \sum_{i p \in J}\left(\frac{\pi}{2}\left|x_{p}-x_{i}\right|_{+}-\beta_{i p}\left(x_{p}-x_{i}\right)\right) \\
& =\sum_{i p \in J}\left(\beta_{p i}\left|x_{p}-x_{i}\right|_{+}+\beta_{i p}\left|x_{p}-x_{i}\right|_{-}\right) \geq \sum_{i p \in J} \min \left\{\beta_{i p}, \beta_{p i}\right\}\left|x_{p}-x_{i}\right|
\end{aligned}
$$

(where $\beta_{p i}=\pi / 2-\beta_{i p}$ ). Since $\beta_{i p}, \beta_{p i}>0$, each term is nonnegative, and any given term tends to infinity if the corresponding difference $\left|x_{i}-x_{p}\right|$ tends to infinity. If $x_{a}$ remains 0 but $|x| \rightarrow \infty$, then (due to the connectivity of $G^{\diamond}$ ), at least one difference $\left|x_{i}-x_{p}\right|$ must tend to infinity, and so $\Phi(x) \rightarrow \infty$.

It follows from these properties of $\Phi$ that it attains its minimum at some point $y \in \mathbb{R}^{U}$, and here

$$
\begin{equation*}
\frac{\partial \Phi}{\partial x_{u}}(y)=0 \quad(u \in U) \tag{5.7}
\end{equation*}
$$

We define the radii $r_{i}=e^{y_{i}}(i \in U)$, and the values $\alpha_{i p}$ according to (5.1). To complete the proof, it suffices to check that these radii and angles satisfy the conditions of Lemma 5.5 .

Let $i \in V$, then

$$
\frac{\partial}{\partial x_{i}} \Phi(y)=-\sum_{p \in F(i)} \phi^{\prime}\left(y_{p}-y_{i}\right)+\sum_{p \in F(i)} \beta_{i p}=-\sum_{p \in F(i)} \arctan \left(e^{y_{p}-y_{i}}\right)+\sum_{p \in F(i)} \beta_{i p}
$$

and so by 5.7),

$$
\begin{equation*}
\sum_{p \in F(i)} \alpha_{i p}=\sum_{p \in F(i)} \arctan \frac{r_{p}}{r_{i}}=\sum_{p \in F(i)} \arctan \left(e^{y_{p}-y_{i}}\right)=\sum_{p \in F(i)} \beta_{i p} \tag{5.8}
\end{equation*}
$$

Using the definition of the numbers $\beta$, this proves (5.3). Condition 5.4) follows by a similar computation.

Proof of Corollary 5.4. The existence of the representation follows by Theorem 5.3. In the proof above, the fact that $\Phi$ is strictly convex (if $x_{a}=0$ is fixed) implies that the minimizer of $\Phi$ is unique, and $\operatorname{grad} \Phi(x)=0$ happens at this unique point only. The computation in the proof above shows that every double circle representation (with $r_{a}=r_{b}=r_{c}$ fixed) gives a point $x$ where $\operatorname{grad} \Phi(x)=0$, which shows that the double circle representation is essentially unique. It is not hard to extend this argument to the case when we fix three arbitrary mutually tangent disks to represent the nodes of the unbounded country.

Remark 5.8. The proof described above provides an algorithm to compute a double circle representation (up to an arbitrary precision). It is in fact quite easy to program: We can use an "off the shelf" optimization algorithm for smooth convex functions to compute the minimizer of $F$ and through it, the representation.

### 5.2. Formulation in space

5.2.1. Double cap representation. We can lift the Koebe or double circle representation of a graph from the plane to the sphere. The advantage will be that we do not have to deal with the exceptional unbounded country, and there will be a perfect duality between a graph and its dual. The price we pay is that we have to leave the more familiar realm of plane geometry for spherical geometry.


Figure 5.7. A planar map, its representation by touching circles, and a stereographic projection of the latter to the sphere.

On the sphere, we represent the nodes of the graph and those of its dual by "caps". It will be convenient to specialize some notions from Appendix C. 4 to the ordinary 2-dimensional sphere. A circle on a sphere cuts the sphere into two regions; together with one of the regions, the circle forms a cap. The cap may cover a hemisphere or even more; if it covers less than a hemisphere, we call it proper. A great circle (like the equator) bounds two hemispheres, which are not proper caps by this definition. Every other circle bounds one proper and one improper cap.

Note that in connection with a cap, we can talk about more than one notions of "center". To be more precise, let $S$ be the unit sphere, and let $C$ be a cap on $S$ with boundary circle $C^{\prime}$. The circle $C^{\prime}$ is the intersection of the sphere with a plane, and in this plane it has a center a. The line through the origin orthogonal to this plane intersects the cap at a point $\mathbf{c}$, which we call the center of the cap $C$. If $C$ is proper, then there is another useful point $\mathbf{p} \in \ell$ to consider, which is the point from which the portion of the sphere that is visible is exactly the cap $C$. The circle $C^{\prime}$ is the "horizon" from $\mathbf{p}$. Clearly $\mathbf{a}, \mathbf{c}$ and $\mathbf{p}$ are on one line through the origin, and by elementary geometry, $|\mathbf{a}| \cdot|\mathbf{p}|=|\mathbf{c}|^{2}=1$. We call $\mathbf{p}$ the pole of the cap $C$.

We define a double cap representation of a planar map $G$ as two families of caps on a sphere $S,\left(C_{i}: i \in V\right)$ and $\left(D_{p}: p \in V^{*}\right)$, so that for every edge $i j$, bordering countries $p$ and $q$, the following holds: the interiors of the caps $C_{i}$ are disjoint, and so are the interiors of the caps $D_{p}$; the caps $C_{i}$ and $C_{j}$ are tangent at a point $\mathbf{u}_{i j}$; the caps $D_{p}$ and $D_{q}$ are tangent at the same point $\mathbf{u}_{i j}$; and the boundary circles of $D_{p}$ and $D_{q}$ intersect the boundary circles of $C_{i}$ and $C_{j}$ orthogonally.

Such a double cap representation provides an embedding of the graph in the sphere, by representing each node $i$ by the center of the cap $C_{i}$, and connecting adjacent nodes $i$ and $j$ by an arc of a large circle through the tangency point $\mathbf{u}_{i j}$. Similarly we get an embedding of the dual graph. Note that in this spherical setting, the primal and dual graphs are completely interchangeable.

Similarly as in the plane, these conditions imply other useful properties of the sphere and the embedding: Every country $p$ is bounded by a convex spherical polygon, and the cap $D_{p}$ touches every edge of $p$. Every country $p$ is covered the caps $D_{p}$ and $C_{i}(i \in V(p))$. If $i \in V$ is not incident with $p \in V^{*}$, then $C_{i}$ and $D_{p}$ are disjoint.

We have not excluded caps covering more than a hemisphere in the definition of a double cap representation; if all caps in a double cap representation are proper, we call the representation proper.

Theorem 5.9. Every 3-connected planar map $G$ has a proper double cap representation on the sphere.

Proof. Let $G$ be a 3 -connected planar map, and let $p_{\infty}$ be its unbounded country. Let $\left(C_{i}: i \in V\right)$ and $\left.D_{p}: p \in V^{*}\right)$ be a double circle representation of $G$ in the plane. Take any sphere $S$ touching the plane, and project the plane onto the sphere by inverse stereographic projection. Let $\left(C_{i}^{\prime}: i \in V\right)$ and $\left.D_{p}^{\prime}: p \in V^{*}\right)$ be the images of the circles in the double circle representation; these are circles by the fundamental properties of stereographic projection. We define caps ( $\left.\widehat{C}_{i}: i \in V\right)$ and $\widehat{D}_{p}: p \in V^{*}$ ) with boundaries $C_{i}^{\prime}$ and $D_{p}^{\prime}$, respectively: we assign the cap not containing the North pole to every circle except to $D_{p_{\infty}}$, to which we assign the cap containing the north pole. This way we get two families of caps on the sphere.

Clearly the cap $\widehat{C}_{i}$ is the image of the disk bounded by $C_{i}$, and similar assertion holds for $\widehat{D}_{p}$, except that $\widehat{D}_{p_{\infty}}$ is the image of the exterior of $D_{p_{\infty}}$ (plus the north pole). Hence the caps $\widehat{C}_{i}$ are nonoverlapping, and so are the caps $\widehat{D}_{j}$. All the properties of the double cap representation follow easily from the corresponding properties of the double circle representation.

If we want a proper representation, all we have to do is to choose the sphere $S$ appropriately: we let it touch the plane at the center c of $D_{p_{\infty}}$, in which case $\widehat{D}_{p_{\infty}}$ will be a cap centered at the north pole. The size of this cap depends on the radius of $S$. If the radius of $S$ is half of the radius of $D_{p_{\infty}}$, then $\widehat{D}_{p_{\infty}}$ is just the northern hemisphere. We choose the radius of $S$ a bit smaller than this, so that $\widehat{D}_{p_{\infty}}$ be contained in the interior of the northern hemisphere, but just barely. All other caps $\widehat{D}_{p}$, as well as the caps $\widehat{C}_{i}$ for $i \notin V\left(p_{\infty}\right)$ are properly contained in the complement of the interior of $\widehat{D}_{p_{\infty}}$, and so if $\widehat{D}_{p_{\infty}}$ is sufficiently close to the whole northern hemisphere, then these caps will be proper. A cap $\widehat{C}_{i}$ for $i \in V\left(p_{\infty}\right)$ contains neither the North pole nor the South pole (since the South pole is the center of the circle $D_{p_{\infty}}$, which is orthogonal to $C_{i}$ and hence its center is an exterior point of $\left.C_{i}\right)$. This implies that $\widehat{C}_{i}$ is smaller than a hemisphere, and so the representation is proper.
5.2.2. The Cage Theorem. One of the nicest consequences of the coin representation (more exactly, the double cap representation in Theorem 5.9) is the following theorem Andre'ev 1970a, which is a far reaching strengthening of the Steinitz Representation Theorem.
Theorem 5.10 (The Cage Theorem). Every simple 3-connected planar graph can be represented as the skeleton of a convex 3-polytope such that every edge of it touches a given sphere.

Proof. The nice picture of a double cap representation translates into polyhedral geometry as follows. Let $\left(C_{i}: i \in V\right)$ and ( $\left.D_{p}: p \in V^{*}\right)$ be a proper double cap representation of $G$. Let $\mathbf{u}_{i}$ be the pole of $C_{i}$, and let $\mathbf{v}_{p}$ be the pole of $D_{p}$. Let $i j \in E$, and let $p q$ be the corresponding edge of $G^{*}$. The points $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ are contained in the tangent line of the sphere that is orthogonal to the circles $C_{i}^{\prime}$ and $C_{j}^{\prime}$ at their common point $\mathbf{u}_{i j}$; this line is clearly the common tangent of the circles $D_{p}^{\prime}$ and $D_{q}^{\prime}$ at $\mathbf{u}_{i j}$. The plane $\mathbf{v}_{p}^{\top} \mathbf{u}=1$ intersects the sphere in the circle $D_{p}^{\prime}$, and hence it contains it tangents, in particular the points $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$, along with all points $\mathbf{u}_{k}$ where $k$ is a node of the facet $p$. Since the cap $\widehat{D}_{p}$ is disjoint from $\widehat{C}_{k}$ if $k$ is not a node of the facet $p$, we have $\mathbf{v}_{p}^{\top} \mathbf{u}_{k}<1$ for every such node.

This implies that the polytope $P=\operatorname{conv}\left\{\mathbf{u}_{i}: i \in V\right\}$ is contained in the polyhedron $P^{\prime}=\left\{\mathbf{u} \in \mathbb{R}^{3}: \mathbf{v}_{p}^{\top} \mathbf{u} \leq 1 \forall p \in V^{*}\right\}$. Furthermore, every inequality $\mathbf{v}_{p}^{\top} \mathbf{u} \leq 1$ defines a facet $F_{p}$ of $P$ with vertices $\mathbf{u}_{i}$, where $i$ is a node of $p$. Every ray from the origin intersects one of the countries $p$ in the drawing of the graph on the sphere, and therefore it intersects $F_{p}$. This implies that $P$ has no other facets, and thus $P=P^{\prime}$. It also follows that every edge of $P$ connects two vertices $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$, where $i j \in E$, and hence the skeleton of $P$ is isomorphic to $G$ and every edge is tangent to the sphere.


Figure 5.8. A convex polytope in which every edge is tangent to a sphere creates two families of circles on the sphere.

Let us note that, conversely, every polytope $P$ whose edges are tangent to the unit sphere creates a double cap representation of its skeleton. It is convenient to assume that the center of the sphere is in the interior of $P$; this can be achieved by an appropriate projective transformation of the space (we come back to this in Section 5.2.3).

Each node in $V$ is represented by the cap of points you see on the sphere when looking from the corresponding vertex, and each facet is represented by the cap its plane cuts off the sphere (Figure 5.8). Elementary geometry tells us that the caps representing adjacent nodes touch each other at the point where the edge touches the sphere, and the two caps representing the adjacent countries also touch each other at this point, and they are orthogonal to the first two circles. Furthermore, the interiors (smaller sides) of the horizon-circles are disjoint, and the same holds for the facet-circles.
5.2.3. Möbius transformations. We have seen that the double circle representation of a planar graph is uniquely determined, once a triangular country of $G$ or $G^{*}$ is chosen as the unbounded country, and the circles representing the nodes of this triangular country are fixed. Similar "essential uniqueness" holds true for double cap representations on the unit sphere.

To formalize what we mean by that, observe that we can apply an arbitrary circle-preserving transformation of the sphere to any double cap representation, to get another one. But these modifications are the only ones to worry about; this is asserted by the following spherical version of Corollary 5.4.

Proposition 5.11. The double cap representation of a 3-connected planar graph is unique up to circle-preserving transformations of the sphere.

Proof. Let $\left(C_{i}, D_{p}: \quad i \in V, p \in V^{*}\right)$ and $\left(C_{i}^{\prime}, D_{p}^{\prime}: \quad i \in V, p \in V^{*}\right)$ be two double cap representations of the same 3-connected planar graph $G$. One of $G$ and $G^{*}$ has a triangular country; let (say) $p_{\infty}=a b c$ be triangular country of $G$. We can apply a circle preserving transformation to the representation $\left(C_{i}^{\prime}, D_{p}^{\prime}\right)$ to obtain that $C_{a}^{\prime}=C_{a}, C_{b}^{\prime}=C_{b}$ and $C_{c}^{\prime}=C_{c}$ (see Exercise 5.6. This implies that $D_{p_{\infty}}=D_{p_{\infty}}^{\prime}$. Choosing the center of $D_{p_{\infty}}$ as the north pole, and applying stereographic projection, we get two double circle representations of $G$ in the plane with $p_{\infty}$ as the unbounded country and with the same circles representing $a, b$ and $c$ in both. Uniqueness of the extension to a double circle representation (Corollary 5.4) implies that these are the same, and hence ( $\left.C_{i}, D_{p}: i \in V, p \in V^{*}\right)$ and $\left(C_{i}^{\prime}, D_{p}^{\prime}: i \in V, p \in V^{*}\right)$ are the same.

A nice application of this last fact is a proof of the following theorem Mani 1971:

Corollary 5.12. Every 3 -connected planar graph $G$ has a representation as the skeleton of a polytope $P$ such that every automorphism of the graph extends to an isometry of the polytope.

Proof. Consider the double cap representation of $G$. If $\alpha$ is an automorphism of $G$, then relabeling the nodes according to $\alpha$ gives another representation of $G$, using the same caps, just representing different nodes. This representation can be obtained by applying a cycle preserving transformation $\bar{\alpha}$ to the sphere, and by Proposition 5.11, this transformation is uniquely determined. It follows that transformations of the form $\bar{\alpha}$, where $\alpha$ is an automorphism of $G$, form a finite subgroup of the group of cycle preserving transformations. It is well known that every such finite transformation group is conjugate to a group of isometries, which means that after an appropriate circuit-preserving transformation, automorphisms will extend to isometries.

While the double cap representation of a planar graph is "essentially unique", we can make good use of the richness of Möbius transformations, by "normalizing" the representation in an appropriate way. A natural normalization goal is that the center of gravity of the centers of the caps should be the origin. The reason why such a normalization is nontrivial is that when applying a Möbius transformation, the caps are mapped onto caps, but the centers of the caps are not necessarily mapped onto the centers of their images. In general, it is difficult to compute the appropriate transformation directly; to prove its existence, we have to use topology. The topological argument, on the other hand, has the advantage that it applies to a number of similar normalization demands without any essential change.

As a preparation, let us discuss the topological tool we need. Brouwer's Fixed Point Theorem implies that if we have a continuous map $f: B \rightarrow B$ whose restriction to the boundary sphere $S$ is the identity, then the center of $B$ is in the range of $f$. We need an extension of this fact to the case when $f$ is only defined in the interior $B^{\prime}$ of $B$. Suppose that the range of $f: B^{\prime} \rightarrow B$ does not cover the origin. Trivially, the extension of $f$ to the boundary of $B$ as the identity map cannot be continuous; the next lemma say that it is quite a bit discontinuous.

Lemma 5.13. Let $f: B^{\prime} \rightarrow B$ be a continuous map, and suppose that the origin is not in the range of $f$. Then there are points $\mathbf{x}_{k} \in B^{\prime}(k=1,2, \ldots)$ and $\mathbf{y} \in S$ such that $\mathbf{x}_{k} \rightarrow \mathbf{y}$ and $f\left(\mathbf{x}_{k}\right)^{0} \rightarrow-\mathbf{y}$.

Proof. Since the range of $f$ does not contain the origin, the mapping $f_{t}(\mathbf{x})=$ $-t f(\mathbf{x})^{0}$ is well defined for $0<t<1$ and $\mathbf{x} \in B^{\prime}$, and it is a continuous map $t B \rightarrow t B$. So by Brouwer's Fixed Point Theorem, it has a fixed point $\mathbf{p}_{t}$, satisfying

$$
\mathbf{p}_{t}=-t f\left(\mathbf{p}_{t}\right)^{0}
$$

We may select a sequence of numbers $t_{k} \in(0,1)$ such that $t_{k} \rightarrow 1$ and $\mathbf{p}_{t_{k}} \rightarrow$ $\mathbf{y} \in B$. Since $\left|\mathbf{p}_{t_{k}}\right|=\left|t_{k} f\left(\mathbf{p}_{t_{k}}\right)^{0}\right|=t_{k} \rightarrow 1$, we have $\mathbf{y} \in S$. Furthermore, $f\left(\mathbf{p}_{t_{k}}\right)^{0}=-\left(1 / t_{k}\right) \mathbf{p}_{t_{k}} \rightarrow-\mathbf{y}$.

Lemma 5.14. Let $\left\{C_{1}, \ldots, C_{n}\right\}$ be a family of nonoverlapping caps on the sphere $S$. Then there is a Möbius transformation $\tau$ of the sphere such that $\mathbf{v}_{1}+\cdots+\mathbf{v}_{n}=0$, where $\mathbf{v}_{i}$ is the center of $\tau\left(C_{i}\right)$.

Proof. Excluding trivial cases, we assume that $n \geq 3$. For every interior point $\mathbf{x}$ of the unit ball, we define a conformal (circle-preserving) transformation $\tau_{\mathbf{x}}$ of the unit sphere. For $\mathbf{x}=0$, we define $\tau_{\mathbf{x}}=\mathrm{id}_{S}$. If $\mathbf{x} \neq 0$, then we take a tangent plane $T$ at $\mathbf{x}^{0}$, and project the sphere stereographically onto $T$, shrink the plane from center $\mathbf{x}^{0}$ by a factor of $1-|\mathbf{x}|$, and project it back stereographically to the sphere. It is easy to check that this construction has the following property: if $\mathbf{x}_{k} \in B$ is a sequence of points such that $\mathbf{x}_{k} \rightarrow \mathbf{y} \in S$, then $\tau_{\mathbf{x}_{k}}(\mathbf{z}) \rightarrow \mathbf{y}$ for every $\mathbf{z} \in S, \mathbf{z} \neq \mathbf{y}$.

Let $\mathbf{v}_{i}(\mathbf{x})$ denote the center of the cap $\tau_{\mathbf{x}}\left(C_{i}\right)$ (warning: this is not the image of the center of $C_{i}$ in general!), and let $f(\mathbf{x})=(1 / n)\left(\mathbf{v}_{1}(\mathbf{x})+\cdots+\mathbf{v}_{n}(\mathbf{x})\right)$. We want to show that the range of $f$ contains the origin. Suppose not, then by Lemma 5.13 , there are points $\mathbf{x}_{k} \in B^{\prime}$ and $\mathbf{y} \in S$ such that $\mathbf{x}_{k} \rightarrow \mathbf{y}$ and $f\left(\mathbf{x}_{k}\right)^{0} \rightarrow-\mathbf{y}$ as $k \rightarrow \infty$.

Let us think of $\mathbf{y}$ as the north pole and $-\mathbf{y}$ as the south pole. From the properties of $\tau_{\mathbf{x}}$ it follows that if $C_{i}$ does not contain the south pole, then $\mathbf{v}_{i}\left(\mathbf{x}_{k}\right) \rightarrow \mathbf{y}$ as $k \rightarrow \infty$; if the south pole is on the boundary of $C_{i}$, then $\mathbf{v}_{i}\left(\mathbf{x}_{k}\right)$ tends to the equator. So with at most two exceptional values of $i$, we have $\mathbf{y}^{\top} \mathbf{v}_{i}\left(\mathbf{x}_{k}\right) \rightarrow 1$, and it there are two exceptional values $i$ and $j$, then $\mathbf{y}^{\top} \mathbf{v}_{i}\left(\mathbf{x}_{k}\right), \mathbf{y}^{\top} \mathbf{v}_{j}\left(\mathbf{x}_{k}\right) \rightarrow 0$. So $\mathbf{y}^{\top} f\left(\mathbf{x}_{k}\right)>0$ if $k$ is large enough, which contradicts the fact that $f\left(\mathbf{x}_{k}\right)^{0} \rightarrow-\mathbf{y}$.

Remark 5.15. The topological proof above is quite robust: instead of the center of gravity, it applies to other "centers" satisfying some natural conditions. To be more precise, consider a continuous function $f: S \times \cdots \times S \rightarrow B$ ( $n$ factors of the unit sphere $S$ ) with the property that $\mathbf{y}^{\top} f\left(\mathbf{y}_{1}, \ldots, \mathbf{y}_{n}\right)>0$ if $\mathbf{y}_{i}=\mathbf{y}$ for at least $n-2$ indices $i$. Let $\left\{C_{1}, \ldots, C_{n}\right\}$ be a family of nonoverlapping caps on the sphere $S(n \geq 4)$. Then there is a Möbius transformation $\tau$ of the sphere such that $f\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right)=0$, where $\mathbf{v}_{i}$ is the center of $\tau\left(C_{i}\right)$. (See Exercise 5.13 for a slightly stronger statement.)

### 5.3. Circle packing and the Riemann Mapping Theorem

Koebe's Circle Packing Theorem and the Riemann Mapping Theorem in complex analysis are closely related. More exactly, we consider the following generalization of the Riemann Mapping Theorem, also due to Koebe:

Theorem 5.16 (Circle Domain Theorem). Every connected open domain on the sphere whose boundary has a finite number of connected components is conformally equivalent to a domain obtained from the sphere by removing a finite number of disjoint disks and points.

The Circle Packing Theorem and the Circle Domain Theorem are mutually limiting cases of each other Koebe 1936, Rodin-Sullivan 1987]. The exact proof of this fact has substantial technical difficulties, but it is not hard to describe the idea.

1. To see that the Circle Domain Theorem implies the Circle Packing Theorem, let $G$ be a connected map on the sphere. We may assume that $G$ and its dual $G^{*}$ are 3 -connected, and their arcs are smooth curves (these assumptions are not essential, just convenient). Let $\varepsilon>0$, and let $U$ denote the open $\varepsilon$-neighborhood of $G^{*}$. By Theorem 5.16. there is a conformal map of $U$ onto a domain $D^{\prime}$ which is obtained by removing a finite number of disjoint caps and points from the sphere (the removed points can be considered as degenerate caps). If $\varepsilon$ is small enough, then these caps are in one-to-one correspondence with the nodes of $G$. We normalize using Lemma 5.14 and assume that the center of gravity of the cap centers is 0 (Figure 5.9 shows this correspondence drawn in the plane).


Figure 5.9. The Koebe Circle Domain Theorem, applied to a small neighborhood of the edges of a planar map, yields a touching disk representation of the dual map.

Letting $\varepsilon \rightarrow 0$, and selecting a suitable subsequence, we may assume that the cap representing any given node $v \in V$ converges to a cap $C_{v}$. One can argue that these caps are nondegenerate, caps representing different nodes tend to nonoverlapping caps, and caps representing adjacent nodes tend to caps that are touching.


Figure 5.10. Coin representation of a triangular grid, and of the graph obtained by adding a new node (the black node on the top), the latter converging to a conformal mapping of a triangle onto a disk.
2. In the other direction, let us warm up by describing how to get a conformal map from a regular triangle to a circular disk. (Here we argue in the planar setting.)

We subdivide the interior of the triangle into "many" small triangles to get piece of a triangular grid (Figure 5.10). This graph $G$ has an obvious representation by touching circular disks. The union of these disks approximates the original triangle, so nothing is gained here.

However, if we add a new node $v$ and connect it to all the boundary nodes of $G$, we get a triangulation. Representing this triangulation as a tangency graph, with the circle representing $v$ turned inside out, we get the picture on the right: we can think of it as the middle picture distorted so that the outer disks touch the circle $C$ representing the new node. We can map the full triangle into the interior of $C$ by mapping each little triangle affinely to the corresponding triangle on the right. Refining the grid, we get a sequence of maps that (with some care) converge to a conformal map of the interior of the triangle to the interior of the circle.

Turning to the general case, and returning to the spherical formulation, let $U=$ $S^{2} \backslash K_{1} \backslash \cdots \backslash K_{n}$, where $K_{1}, \ldots, K_{n}$ are disjoint closed connected sets which do not separate the sphere. We may assume that no $K_{i}$ is a single point (these are trivial to handle). Let $\varepsilon>0$. It is not hard to construct a family $\mathcal{C}(\varepsilon)$ of nonoverlapping caps such that the radius of each cap is less than $\varepsilon$ and their tangency graph $G$ is a triangulation of the sphere.

Let $H_{i}$ denote the subgraph of $G$ consisting of all edges intersecting $K_{i}$. If $\varepsilon$ is small enough, then the subgraphs $H_{i}$ are node-disjoint, and each $H_{i}$ is nonempty. It is also easy to see that the subgraphs $H_{i}$ are connected.

Let us contract in $G$ each subgraph $H_{i}$ to a single node $w_{i}$. The spherical map $G^{\prime}$ obtained this way can be represented as the tangency graph of a family of caps $\left\{D_{u}(\varepsilon): u \in V\left(G^{\prime}\right)\right\}$. We can normalize so that the center of gravity of the centers of $D_{w_{1}}(\varepsilon), \ldots, D_{w_{n}}(\varepsilon)$ is the origin.

Now let $\varepsilon \rightarrow 0$. By selecting and appropriate subsequence, we may assume that each $D_{w_{i}}=D_{w_{i}}(\varepsilon)$ tends to a cap $D_{w_{i}}(0)$. Furthermore, we have a map $f_{\varepsilon}$ that assigns to each node $u$ of $G_{\varepsilon}$ the center of the corresponding cap $D_{u}$. One can prove (but this is nontrivial) that these maps $f_{\varepsilon}$, in the limit as $\varepsilon \rightarrow 0$, give a conformal map of $U$ onto $S^{2} \backslash D_{w_{1}}(0) \backslash \cdots \backslash D_{w_{n}}(0)$.

### 5.4. Applications of coin representations

5.4.1. Planar separators. Koebe's Theorem has several important applications. We start with a simple proof of a version of the Planar Separator Theorem 2.7 Lipton-Tarjan 1979:

Theorem 5.17. Every planar graph $G$ on $n$ nodes contains a set $S \subseteq V$ such that $|S| \leq \sqrt{2 n}$, and every connected component of $G \backslash S$ has at most $3 n / 4$ nodes.

This version and the proof to be presented is due to Miller et al. 1997; see Spielman-Teng 1996b for an improved analysis of the method.

We need the notion of the "statistical center", which is important in many other studies in geometry. Let $S \subseteq \mathbb{R}^{d}$ be a set of $n$ points in $\mathbb{R}^{d}$. A point $c \in \mathbb{R}^{d}$ is a statistical center of $S$ if every closed halfspace containing $c$ contains at least $n /(d+1)$ elements of $S$. (We could say open halfspace instead of closed without changing this notion.) For $d=1$, this point is just the median of a finite set of real numbers. This is unique if the set has an odd number of elements, otherwise the allowable values form an interval.

Lemma 5.18. Every finite set of points in $\mathbb{R}^{d}$ has a statistical center.

Proof. Let $B$ be a ball containing all points in $S$, and let $\mathcal{H}$ be the family of intersection of $B$ with those closed halfspaces that contain more than $d n /(d+1)$ points of $S$. Then all members of $\mathcal{H}$ are closed, bounded and convex. Furthermore, the intersection of any $d+1$ of these still contains an element of $S$, so in particular it is nonempty. Thus by Helly's Theorem, the intersection of all sets in $\mathcal{H}$ is nonempty. We claim that any point $c \in \cap \mathcal{H}$ satisfies the conclusion of the lemma.

If $H$ be any open halfspace containing $c$, then $\mathbb{R}^{d} \backslash H \notin \mathcal{H}$, which means that $H$ contains at least $n /(d+1)$ points of $S$. If $H$ is a closed halfspace containing $c$, then it can be enlarged slightly to an open halfspace $H^{\prime}$ that intersects $S$ in exactly the same set. We know already that $H^{\prime}$ contains at least $n /(d+1)$ elements of $S$, and hence so does $H$.

Proof of Theorem 5.17, Let $\left(C_{i}: i \in V\right)$ be a Koebe representation of $G$ on the unit sphere, and let $\mathbf{u}_{i}$ be the center of $C_{i}$ on the sphere, and $\rho_{i}$, the spherical radius of $C_{i}$.

We want to make the origin a statistical center of the points $\mathbf{u}_{i}$. This takes a little care, since a set may have more than one statistical center. It is easy to see that statistical centers of the set form a convex set, and we can consider the center of gravity of all statistical centers; let us call this (just for this argument) the central statistical center. It is also easy to see that the central statistical center depends continuously on the position of the points of $S$, and satisfies the conditions formulated in Remark 5.15. So we can transform the Koebe representation into one whose central statistical center is the origin. This also implies that all caps $C_{i}$ are proper.

Take any plane $H$ through 0 . Let $S$ denote the set of nodes $i$ for which $C_{i}$ intersects $H$, and let $H$ separate $V \backslash S$ into two sets $S_{1}$ and $S_{2}$. Clearly there is no edge between $S_{1}$ and $S_{2}$, and so the subgraphs $G_{1}$ and $G_{2}$ are disjoint and their union is $G \backslash S$. Since 0 is a statistical center of the $\mathbf{u}_{i}$, it follows that $\left|S_{1}\right|,\left|S_{2}\right| \leq$ $3 n / 4$.

It remains to make sure that $S$ is small. To this end, we choose $H$ at random, and estimate the expected size of $S$.

What is the probability that $H$ intersects $C_{i}$ ? Since the caps $C_{i}$ are proper, we have $\rho_{i}<\pi / 2$ for every $i$. By symmetry, instead of fixing $C_{i}$ and choosing $H$ at random, we can fix $H$ and choose the center of $C_{i}$ at random. Think of $H$ as the plane of the equator, then $C_{i}$ will intersect $H$ if and only if its center is at a latitude at most $\rho_{i}$ (North or South). The area of this belt around the equator is, by elementary geometry, $4 \pi \sin \rho_{i}$, and since the total area of the sphere is $4 \pi$, the probability that the center of $C_{i}$ falls into here is $\sin \rho_{i}$. It follows that the expected number of caps $C_{i}$ intersected by $H$ is $\sum_{i \in V} \sin \rho_{i}$.

To get an upper bound on this quantity, we use the fact that the surface area of the cap $C_{i}$ is $4 \pi \sin \left(\rho_{i} / 2\right)^{2}$, and since these caps are disjoint,

$$
\begin{equation*}
\sum_{i \in V}\left(\sin \frac{\rho_{i}}{2}\right)^{2}<1 \tag{5.9}
\end{equation*}
$$

Using that $\sin \rho_{i} \leq 2 \sin \frac{\rho_{i}}{2}$, we get by Cauchy-Schwarz

$$
\sum_{i \in V} \sin \rho_{i} \leq \sqrt{n}\left(\sum_{i \in V}\left(\sin \rho_{i}\right)^{2}\right)^{1 / 2} \leq 2 \sqrt{n}\left(\sum_{i \in V}\left(\sin \frac{\rho_{i}}{2}\right)^{2}\right)^{1 / 2}<2 \sqrt{n}
$$

So the expected size of $S$ is less than $2 \sqrt{n}$, and so there is at least one choice of $H$ for which $|S|<2 \sqrt{n}$.
5.4.2. Laplacians of planar graphs. The Planar Separator theorem, discussed in the last section, was first proved by direct graph-theoretic arguments, and other elegant graph-theoretic proofs are available Alon-Seymour-Thomas 1984 . However, for the following theorem on the eigenvalue gap of the Laplacian (Fiedler value) of planar graphs Spielman-Teng 1996a, there is no proof known avoiding Koebe's theorem. Informally, the theorem says that planar graphs are poor expanders; see Section B. 3 for more on the significance of the eigenvalue gap.

Theorem 5.19. For every connected planar graph $G$ on $n$ nodes and maximum degree $D$, the second smallest eigenvalue of $L_{G}$ is at most $8 D / n$.

Proof. By Raleigh's formula, the second smallest eigenvalue of $L_{G}$ is given by

$$
\lambda_{2}=\min _{\substack{x \neq 0 \\ \sum_{i} x_{i}=0}} \frac{\sum_{i j \in E}\left(x_{i}-x_{j}\right)^{2}}{\sum_{i \in V} x_{i}^{2}}
$$

Let $C_{i}: i \in V$ be a Koebe representation of $G$ on the unit sphere, and let $\mathbf{u}_{i}$ be the center of $C_{i}$, and $\rho_{i}$, the spherical radius of $C_{i}$. By Lemma 5.14 may assume that $\sum_{i} \mathbf{u}_{i}=0$.

Let $\mathbf{u}_{i}=\left(u_{i 1}, u_{i 2}, u_{i 3}\right)$, then $x_{i}=u_{i k}$ must be taken into account in this formula for $k=1,2,3$, which implies that

$$
\sum_{i j \in E}\left(u_{i k}-u_{j k}\right)^{2} \geq \lambda_{2} \sum_{i \in V} u_{i k}^{2}
$$

holds for every coordinate $k$, and summing over $k$, we get

$$
\begin{equation*}
\sum_{i j \in E}\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|^{2} \geq \lambda_{2} \sum_{i \in V}\left|\mathbf{u}_{i}\right|^{2}=\lambda_{2} n \tag{5.10}
\end{equation*}
$$

On the other hand, we have

$$
\begin{aligned}
\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|^{2} & =4\left(\sin \frac{\rho_{i}+\rho_{j}}{2}\right)^{2}=4\left(\sin \frac{\rho_{i}}{2} \cos \frac{\rho_{j}}{2}+\sin \frac{\rho_{j}}{2} \cos \frac{\rho_{i}}{2}\right)^{2} \\
& \leq 4\left(\sin \frac{\rho_{i}}{2}+\sin \frac{\rho_{j}}{2}\right)^{2} \leq 8\left(\sin \frac{\rho_{i}}{2}\right)^{2}+8\left(\sin \frac{\rho_{j}}{2}\right)^{2}
\end{aligned}
$$

and so by 5.9

$$
\sum_{i j \in E}\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|^{2} \leq 8 D \sum_{i \in V}\left(\sin \frac{\rho_{i}}{2}\right)^{2} \leq 8 D
$$

Comparison with 5.10 proves the theorem.
Among other applications of Koebe's Theorem of similar nature, we mention a bound on the cover time of the random walk on a planar graph [Jonasson-Schramm 2000].

### 5.5. And more...

5.5.1. General convex domains and bodies. Let $\mathcal{H}$ be a family of closed convex domains in the plane, such that their interiors are disjoint. If we represent each of these domains by a node, and connect two of these nodes if the corresponding domains touch, we get a $G_{\mathcal{H}}$, which we call the tangency graph of the family. It is easy to see that if no four of the domains touch at the same point, then this graph is planar.

In what follows, we restrict ourselves to the case when the members of $\mathcal{H}$ are all homothetical copies of a centrally symmetric convex domain. It is natural in this case to represent each domain by its center.


Figure 5.11. Straight line embedding of a planar graph from touching centrally symmetric convex figures.

In Schramm 1991] the following deep converse of this construction was proved.
Theorem 5.20. For every smooth strictly convex domain $D$, every maximal planar graph can be represented as the tangency graph of a family of homothetical copies of $D$.

In fact, Schramm proves the more general theorem that if we assign a smooth convex domain $D_{i}$ to each node $i$ of a triangulation $G$ of the plane, then there is a family $\mathcal{D}=\left(D_{i}^{\prime}: \quad i \in V\right)$ of nonoverlapping convex domains such that $D_{i}^{\prime}$ is positively homothetical to $D_{i}$ and the tangency graph of $\mathcal{D}$ is $G$.

The smoothness of the domain is a condition that cannot be dropped. For example, $K_{4}$ cannot be represented by touching squares. A strong result about representation by touching squares, also due to Schramm, will be stated and proved in Chapter 6 .

The Cage Theorem 5.10 has a far-reaching generalization to general convex bodies Schramm 1992.

Theorem 5.21 (Caging the Egg). For every smooth strictly convex body $K$ in $\mathbb{R}^{3}$, every 3-connected planar graph can be represented as the skeleton of a polytope in $\mathbb{R}^{3}$ such that every one of its edges touch $K$.
5.5.2. Polyhedra in hyperbolic space. If we have a double cap representation of a planar graph, we can read off another interesting polyhedral representation, not of the graph itself, but of its medial graph, and not in Euclidean space, but in hyperbolic space.

Let $\left(C_{i}: \quad i \in V\right)$ and $\left(D_{p}: p \in V^{*}\right)$ form a proper double cap representation of $G$ on the sphere $S$. Let $B$ be the ball bounded by $S$. We can represent each cap $C_{i}$ as the intersection of a ball $A_{i}$ with $S$, where the boundary sphere $A_{i}^{\prime}$ of $A_{i}$ is orthogonal to $S$. Similarly, we can write $D_{p}=B_{p} \cap S$, where $B_{p}$ is a ball whose boundary sphere $B_{p}^{\prime}$ is orthogonal to $S$.

Let $P$ denote the set of points in $B$ that are not contained in any $A_{i}$ and $B_{p}$. This set is open and nonempty (since it contains the origin). The balls $A_{i}$ and $B_{p}$ cover the sphere $S$, and even their interiors do so with the exception of the points $\mathbf{x}_{i j}$ where two caps $C_{i}$ and $C_{j}$ touch. It follows that $P$ is a domain whose closure $\bar{P}$ contains a finite number of points of the sphere $S$. It also follows that no three of the balls $A_{i}$ and $B_{p}$ have a point in common except on the sphere $S$. Hence those points in the interior of $S$ that belong to two of the spheres $A_{i}^{\prime}$ form circular arcs that go from boundary to boundary, and it is easy to see that these arcs are orthogonal to $S$. For every incident pair $(i, p)\left(i \in V, p \in V^{*}\right)$ there is such an "edge" of $P$. The "vertices" of $P$ are the points $\mathbf{x}_{i j}$, which are all on the sphere $S$, and together with the "edges" as described above they form a graph isomorphic to the medial graph $G^{\bowtie}$ of $G$.

All this translates very nicely, if we view the interior of $S$ as a Poincaré model of the 3 -dimensional hyperbolic space. In this model, spheres orthogonal to $S$ are "planes", and hence $P$ is a polyhedron. All the "vertices" of $P$ are at infinity, and $P$ is a Steinitz representation of $G^{+}$in hyperbolic space. Every dihedral angle of $P$ is $\pi / 2$.

Conversely, a representation of $G_{+}$in hyperbolic space as a polyhedron with dihedral angles $\pi / 2$ and with all vertices at infinity gives rise to a double cap representation of $G$.

What about representing not the medial graph, but an arbitrary planar graph by such a polyhedron in hyperbolic space? This is not always possible any more. Andre'ev 1970a, Andre'ev 1970b gave a general necessary and sufficient condition for the existence of a representation of a planar graph by a polyhedron in hyperbolic 3 -space with "vertices" at infinity and with prescribed dihedral angles. From this condition, he was able to derive Theorems 5.10 and 5.3
5.5.3. Other angles. The double circle representation of $G$ gives a representation of the lozenge graph $G^{\diamond}$ by circles such that adjacent nodes correspond to orthogonal circles. We may want to extend Koebe's Theorem to construct representations of more general graphs by orthogonal circles: circles representing adjacent nodes must intersect at $90^{\circ}$, other pairs should be disjoint or intersect at an angle larger than $90^{\circ}$ (i.e., their centers must be farther apart) (Figure 5.12).

More generally, we may want to prescribe the angle at which two circles representing adjacent nodes meet. Circles touching from the outside correspond to $180^{\circ}$, orthogonal circles, to $90^{\circ}$. Most results in this generality concern planar triangulations. We quote the main result, due to Andre'ev 1970a, Andre'ev 1970b and Thurston 1997, without proof. See also Bobenko-Springborn 2004 for a proof along the lines of the proof of Koebe's Theorem given above.

Theorem 5.22. Let $G$ be a simple planar triangulation different from $K_{4}$. Let an angle $0 \leq \psi_{i j} \leq \pi / 2$ be assigned to every edge $i j$. Suppose that the following conditions hold:
(i) If $i j k$ is a triangle in $G$ such that $\psi_{i j}+\psi_{j k}+\psi_{k i} \geq \pi$, then $i j k$ is a country;


Figure 5.12. Representing a planar graph by orthogonal circles.
(i) If ijkl is a quadrilateral in $G$ such that $\psi_{i j}+\psi_{j k}+\psi_{i l}+\psi_{l i}=2 \pi$, then $i j k l$ is the boundary of the union of two countries.

Then $G$ has a representation by circles $\left(C_{i}: i \in V\right)$ on the 2-sphere such that for every edge $i j$, the circles $C_{i}$ and $C_{j}$ intersect at an angle of $\psi_{i j}$.

In the special case when all prescribed angles are $\pi / 2$, a necessary and sufficient condition was proved in Kotlov-Lovász-Vempala 1997.

Theorem 5.23. Let $G$ be a simple planar triangulation different from $K_{4}$. Then $G$ has a representation by orthogonal proper caps on the sphere if and only if no 3or 4-cycle separates it into two parts with at least two nodes.

Exercise 5.1. Let $G$ be a connected planar map with a triangular unbounded country $a b c$. With the notation of Section 5.1.1, define $J[S]=\{i p \in J: i, p \in S\}$ $\left(S \subseteq U\right.$ ), and $f(S)=\frac{1}{2}|J[S]|-|S|+\frac{5}{6}|S \cap\{a, b, c\}|$. Prove that (a) $f(\emptyset)=f(U)=$ 0 ; (b) $f(S)<0$ for every set $\emptyset \subset S \subset U$.

Exercise 5.2 (Continued). Prove that if $\left(r_{u}: u \in U\right)$ and $\left(r_{u}^{\prime}: u \in U\right)$ are two assignments of positive radii such that they give rise to the same defect at every node, then there is a constant $C>0$ such that $r_{i}^{\prime}=C r_{i}$ for all $i$.
Exercise 5.3 (Continued). (a) Prove that $\sum_{u \in S} \delta_{u}>f(S) \pi$ for every set $\emptyset \subset S \subset U$. (b) Prove that if $\left(d_{u}: u \in U\right)$ is a vector of real numbers such that $\sum_{u} d_{u}=0$ and $\sum_{u \in S} d_{u}>f(S) \pi$ for every set $\emptyset \subset S \subset U$, then there is an assignment of positive radii whose defects are $\delta_{u}=d_{u}$ for all $u \in U$. (c) Give a new proof of Theorem 5.3 based on these assertions.

Exercise 5.4. Prove that every double circle representation of a planar graph is a rubber band representation with appropriate rubber band strengths.
Exercise 5.5. Prove that in every double cap representation of a 3-connected planar graph on the sphere, at most one cap is improper.
Exercise 5.6. Prove that for three mutually tangent caps $C_{1}, C_{2}$ and $C_{3}$ on the sphere, and three other mutually tangent caps $C_{1}^{\prime}, C_{2}^{\prime}$ and $C_{3}^{\prime}$, there is a Möbius transformation that maps $C_{i}$ onto $C_{i}^{\prime}(i=1,2,3)$.
Exercise 5.7. Show by an example that the bound in Lemma 5.18 is sharp.
Exercise 5.8. Let $\mathcal{H}$ be a family of convex domains in the plane with smooth boundaries and disjoint interiors. Then the tangency graph of $\mathcal{H}$ is planar.

Exercise 5.9. Construct a planar graph $G$ whose nodes cannot be represented by squares in the plane so that the interiors of the squares are disjoint and two squares share a boundary point if and only if the corresponding nodes of $G$ are adjacent.
Exercise 5.10. Prove that every simple planar graph can be represented as the tangency graph of a family of triangles de Fraysseix et al. 1994.
Exercise 5.11. Let $\mathcal{H}$ be a family of homothetical centrally symmetric convex domains in the plane with smooth boundaries and disjoint interiors. Prove that the centers of the domains give a straight line embedding in the plane of its tangency graph (Figure 5.11).
Exercise 5.12. Prove that in a representation of a 3-connected planar graph by orthogonal circles on the sphere the "interiors" can be chosen so that the corresponding caps cover the whole sphere.
Exercise 5.13. Let $f: S \times \cdots \times S \rightarrow B$ ( $n$ factors of the unit sphere $S$ ) be a continuous function with the property that $\mathbf{y}^{\top} f\left(\mathbf{y}_{1}, \ldots, \mathbf{y}_{n}\right)>0$ if either $\mathbf{y}_{i}=\mathbf{y}$ for all $i$, or $\mathbf{y}_{i}=\mathbf{y}$ with the exception of one index $i=i_{1}$, for which $\mathbf{y}_{i_{1}}=-\mathbf{y}$, or $\mathbf{y}_{i}=$ $\mathbf{y}$ with the exception of two indices $i=i_{1}, i_{2}$, for which $\mathbf{y}^{\top} \mathbf{y}_{i_{1}}=\mathbf{y}^{\top} \mathbf{y}_{i_{2}}=0$. Let $\left\{C_{1}, \ldots, C_{n}\right\}$ be a family of nonoverlapping caps on the sphere $S(n \geq 4)$. Prove that there is a Möbius transformation $\tau$ of the sphere such that $f\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right)=0$, where $\mathbf{v}_{i}$ is the center of $\tau\left(C_{i}\right)$.
Exercise 5.14. Let $G$ be a simple planar map, and consider the graph $H=$ $G \cup G^{\diamond}$, obtained from $G^{\diamond}$ by adding the edges of the original graph. Let us prescribe an angle of $90^{\circ}$ to the edges of $G^{\diamond}$, and $0^{\circ}$ to the edges of the original graph. Show that a representation of $H$ by circles with these prescribed angles yields a double circle representation of $G$.
Exercise 5.15. Let $G$ be a connected planar graph on $n$ nodes with maximum degree $D$. Prove that the second largest eigenvalue of the transition matrix of the random walk on $G$ is at least $1-8 D / n$.
Exercise 5.16. Show by an example that Theorem 5.21 does not remain valid if we drop the conditions of smoothness and strict convexity.

## CHAPTER 6

## Square Tilings

We can also represent planar graphs by squares, rather then circles, in the plane. There are in fact two quite different ways of doing this: the squares can correspond to the edges, a classic result Brooks et al. 1940], or the squares can correspond to the nodes, a more recent result [Schramm 1993].

### 6.1. Electric current through a rectangle

The classical paper Brooks et al. 1940 used a physical model of electrical currents to show how to relate square tilings to planar graphs. The ultimate goal was to construct tilings of a square with squares whose edge-lengths are all different. This will not be our concern (but see Exercise 6.2); we will allow squares of the same size and also the domain to be tiled can be any rectangle, not necessarily a square.

Consider a tiling $\mathcal{T}$ of a rectangle $R$ with a finite number of squares, whose sides are parallel to the coordinate axes. We can associate a planar map with this tiling as follows. Let us call a maximal horizontal segment composed of edges of the squares a long edge. Represent every long edge by a single node. Each square "connects" two horizontal segments, and we can represent it by an edge connecting the two corresponding nodes, directed top-down. We get a directed graph $G_{\mathcal{T}}$ (Figure 6.1), with a single source $s$ (representing the upper edge of the rectangle) and a single $\operatorname{sink} t$ (representing the lower edge).

It is easy to see that graph $G_{\mathcal{T}}$ is planar: it can be obtained by first considering the midpoints of the horizontal edges of the squares, connecting two of them horizontally if they are neighbors along a long edge, and vertically if they belong to opposite edges of the same square. This graph is clearly planar, and contracting the horizontal edges, we get $G_{\mathcal{T}}$.

A little attention must be paid to points where four squares meet; we call these points 4 -fold corners. Suppose that squares $A, B, C, D$ share a corner $p$, where $A$ is the upper left, and $B, C, D$ follow counterclockwise. In this case, we may consider the lower edges of $A$ and $B$ to belong to a single long edge, or to belong to different long edges. In the latter case, we may or may not imagine that there is an infinitesimally small square sitting at $p$, which may "connect" $A$ with $C$ or $B$ with $D$ (Figure 6.2). What this means is that we have to declare if the four edges of $G_{\mathcal{T}}$ corresponding to $A, B, C$ and $D$ are adjacent to the same node, two nonadjacent nodes, or two adjacent nodes. We can orient this horizontal edge arbitrarily. Deciding between these four possibilities will be called "resolving" the 4-fold corner $p$.

If we assign the edge length of each square to the corresponding edge, we get a flow $f$ from $s$ to $t$ : If a node $v$ represents a segment $I$, then the total flow into $v$ is the sum of edge lengths of squares attached to $I$ from the top, while the total flow


Figure 6.1. Constructing a graph with a harmonic function from a tiling of a rectangle by squares.


Figure 6.2. Possible resolutions of four squares meeting at a point.
out of $v$ is the sum of edge length of squares attached to $I$ from the bottom. Both of these sums are equal to the length of $I$.

Let $h(v)$ denote the distance of node $v$ from the upper edge of $R$. Since the edge-length of a square is also the difference between the $y$-coordinates of its upper and lower edges, the function $h$ is harmonic:

$$
h(i)=\frac{1}{\operatorname{deg}(i)} \sum_{j \in N(i)} h(j)
$$

for every node different from $s$ and $t$ (Figure 6.1).
It is not hard to see that this construction can be reversed.
Theorem 6.1. For every connected planar map $G$ with two specified nodes $s$ and $t$ on the unbounded country, there is a unique tiling $\mathcal{T}$ of a rectangle such that (resolving the 4 -fold corners appropriately) $G \cong G_{\mathcal{T}}$.

Proof. Consider the harmonic function $f: V \rightarrow \mathbb{R}$ with $f(s)=0$ and $f(t)=1$ (obtained, say, as the 1-dimensional rubber band embedding with $s$ and $t$ nailed; in Figure 6.3, this is the vertical coordinate of each node). We assign a square to each edge $u v$ with $f(v)>f(u)$, of side length $f(v)-f(u)$. This square will be placed so that its lower edge is at height $f(u)$, and its upper edge, at height $f(v)$. To find the horizontal position of these squares, we start from node $s$ : we line up the


Figure 6.3. A planar graph and the tiling generated from it.
squares corresponding to the edges incident with $s$ along the bottom line, in the order as these edges emanate from $s$. We go through the nodes in the increasing order of the values of $f$. Getting to a node $v$, those edges entering $v$ from below have squares assigned to them whose top edges are at height $f(v)$, and these edges form a segment $I_{v}$ of length

$$
\left|I_{v}\right|=\sum_{\substack{u \in N(v) \\ f(u)<f(v)}}(f(v)-f(u)) .
$$

Since by the harmonic property of $f$ we also have

$$
\left|I_{v}\right|=\sum_{\substack{u \in N(v) \\ f(u) \geq f(v)}}(f(u)-f(v)),
$$

so we can line up the squares corresponding to edges exiting $v$ upwards, along $I_{v}$, in the order given by the embedding in the plane. When we get to $t$, we have filled up the rectangle.


Figure 6.4. The dodecahedron graph, its rubber band embedding on the line (horizontally distorted to show the structure), and a square tiling generated from it.

### 6.2. Tangency graphs of square tilings

Let $R$ be a rectangle in the plane, and consider a tiling of $R$ by squares. Let us add four further squares attached to each edge of $R$ from the outside, sharing the edge with $R$. We want to look at the tangency graph of this family of squares.

Since the squares do not have a smooth boundary, the conclusion of Exercise 5.8 does not apply, and the tangency graph of the squares may not be planar. Let us try to draw the tangency graph in the plane by representing each square by its center and connecting the centers of touching squares by a straight line segment. Similarly as in the preceding section, we get into trouble when four squares share a vertex. In this case we can specify arbitrarily one diametrically opposite pair as "infinitesimally overlapping", and connect the centers of these two square but not the other two centers. We call this a resolved tangency graph of the family of squares.

Every resolved tangency graph is planar, and it is easy to see that it has exactly one country that is a quadrilateral (namely, the unbounded country), and its other countries are triangles; briefly, it is a triangulation of a quadrilateral (Figure 6.5).


Figure 6.5. The resolved tangency graph of a tiling of a rectangle by squares. The numbers indicate the edge lengths of the squares.

Under some connectivity conditions, this fact has the following converse Schramm 1993.

Theorem 6.2. Every planar map in which the unbounded country is a quadrilateral, all other countries are triangles, and is not separated by a 3-cycle or 4-cycle, can be represented as a resolved tangency graph of a square tiling of a rectangle.

Schramm proved a more general theorem, in which separating cycles were allowed; the prize to pay was that degenerate squares with edge-length 0 had to be allowed. It is easy to see that a separating triangle forces everything inside it to degenerate in this sense, and so we do not loose anything interesting by excluding these. Separating 4-cycles may or may not force degeneracy (Figure 6.6), and it does not seem easy to tell when they do.


Figure 6.6. A separating 4-cycle that causes degeneracy and one that does not.

Before proving Theorem 6.2, let us make a detour to a well-known game. The following folklore fact is easy to prove:
Proposition 6.3. Let $G$ be a planar map in which the unbounded country is a quadrilateral abcd and all other countries are triangles. Let us 2-color the nodes with black and white, so that $a$ and $c$ are black and $b$ and $d$ are white. Then either there is an all-black a-c path, or an all-white b-d path, but not both.

Proof. From the planarity of $G$ it is immediate that if an all-black $a-c$ path exists, then it separates $b$ and $d$, and so it excludes an all-white $b-d$ path. To prove that one of these paths exists, let us start a walk through the map, avoiding the nodes. We enter through the edge $a b$, so that we have a black node to the left and a white node to the right, and leave through another edge that has differently colored endpoints (clearly again black on the left and white on the right). Going on similarly, we maintain that we cross only edges having a black endnode to our left and a white endnode to our right. It is easy to see that we never return to a triangle which we left earlier, and so we must return to the unbounded country through one of the edges $b c$ or $a d$ : Exiting through $c d$ is impossible, since then we would have the wrong colors on our left and right (Figure 6.7, left).

Suppose (say) that we exit through $b c$; then the black-black edges of those triangles that we cross form a walk from $a$ to $c$, which contains a black $a-c$ path.


Figure 6.7. Left: Walking through a 2-colored triangulation of a square. Right: The game of Hex as a special case of the situation in Proposition 6.3.

The reader familiar with basic algebraic topology will notice that the proof above is very similar to one of the (algorithmic) proofs of Sperner's Lemma. In fact it would be easy to derive Proposition 6.3 from Sperner's Lemma.

A special case of this proposition is the fact that in every game of Hex, one or the other player wins, but not both (Figure 6.7. right).

Proof of Theorem 6.2, Let $G$ be the planar map with unbounded country $a b c d$. It will be convenient to set $V^{\prime}=V \backslash\{a, b, c, d\}$. Recall that $V^{\prime}(P)$ denotes the set of inner nodes of the path $P$. For a path $P$ and two nodes $u$ and $v$ on the path, let us denote by $P(u, v)$ the subpath of $P$ consisting of all nodes strictly between $u$ and $v$. Later on we will also need the notation $P[u, v)$ for the subpath formed by the nodes between $u$ and $v$, with $u$ included but not $v$, and $P[u, v]$ for the subpath with both included.

We consider the node-path and node-cut polyhedra, where $a$ and $c$ are the special nodes and $b$ and $d$ are deleted, or vice versa (see Appendix C.2.1). Proposition 6.3 implies that the $a-c$ node-cut polyhedron of $G \backslash\{b, d\}$ is the same as the $b-d$ node-path polyhedron of $G \backslash\{a, c\}$, and vice versa. Another way of saying this is that the $b$ - $d$ node-path polyhedron of $G \backslash\{a, c\}$ is the blocker of the $a-c$ node-path polyhedron of $G \backslash\{b, d\}$.

Let $\mathcal{P}$ be the set of $a-c$ paths in $G \backslash\{b, d\}$ and $\mathcal{Q}$, the set of $b-d$ paths in $G \backslash\{a, c\}$. The $a-c$ node-cut polyhedron is described by the linear constraints

$$
\begin{align*}
& x_{u} \geq 0\left(u \in V^{\prime}\right)  \tag{6.1}\\
& x\left(V^{\prime}(P)\right) \geq 1  \tag{6.2}\\
&(P \in \mathcal{P})
\end{align*}
$$

Consider the solution $\bar{x}$ of 6.1 (6.2 minimizing the objective function $\sum_{u} x_{u}^{2}$, and let $R^{2}$ be the minimum value. By Proposition C. $2, \bar{y}=\left(1 / R^{2}\right) \bar{x}$ minimizes the same objective function over the blocker (which is the $b-d$ node-path polyhedron of $G \backslash\{a, c\}$ ), and the optimum value is $1 / R^{2}$. Let us rescale the optimizers to get $z=\frac{1}{R} \bar{x}=R \bar{y}$. Then we have

$$
\begin{align*}
z\left(V^{\prime}(P)\right) & \geq \frac{1}{R} \quad(P \in \mathcal{P})  \tag{6.3}\\
z\left(V^{\prime}(Q)\right) & \geq R  \tag{6.4}\\
\sum_{u \in V^{\prime}} z_{u}^{2} & =1 . \tag{6.5}
\end{align*}
$$

It will be convenient to define $z_{a}=z_{b}=z_{c}=z_{d}=0$.
We assign the length $\widehat{z}_{i j}=\frac{1}{2}\left(z_{i}+z_{j}\right)$ to every edge $i j$. Using this, we can define (as usual) the length $\widehat{z}(P)$ of path as the sum of lengths of its edges, and the distance $d_{z}(u, v)$ of two nodes as the minimum length of any path connecting them. Inequalities (6.3) and (6.4) say that $d_{z}(a, c) \geq 1 / R$ and $d_{z}(b, d) \geq R$, and the minimality of $\bar{x}$ and $\bar{y}$ implies that we have equality here. It is easy to see that $d_{z}(i, j)=\widehat{z}_{i j}$ for every edge $i j$, so the edge is a shortest path between its endpoints.

We know that $\bar{y}$ is in the $a-c$ node-path polyhedron, and it is a minimal vector in there, so it is in the $a-c$ node-path polytope, and it can be written as a convex combination of indicator vectors $\mathbb{1}_{P}$ of sets $V^{\prime}(P)$, where $P$ is an $a-c$ path. It follows that $z$ can be written as

$$
\begin{equation*}
z=\sum_{P \in \mathcal{P}} \lambda_{P} \mathbb{1}_{P}, \quad \sum_{P} \lambda_{P}=R, \quad \lambda_{P} \geq 0 \tag{6.6}
\end{equation*}
$$

Similarly, we have a decomposition

$$
\begin{equation*}
z=\sum_{Q \in \mathcal{Q}} \mu_{Q} \mathbb{1}_{Q}, \quad \sum_{Q} \mu_{Q}=\frac{1}{R}, \quad \mu_{Q} \geq 0 \tag{6.7}
\end{equation*}
$$

Let $\mathcal{P}^{\prime}=\left\{P \in \mathcal{P}: \lambda_{P}>0\right\}$, and define $\mathcal{Q}^{\prime}$ analogously. Obviously, a node $u \in V^{\prime}$ has $z_{u}>0$ if and only if it is contained in one of the paths in $\mathcal{P}^{\prime}$, which must then be equivalent to be contained in one of the paths in $\mathcal{Q}^{\prime}$ (we'll prove later that all nodes have $z_{u}>0$ ).

From conditions $(6.3)-(6.5$ we can derive some simple but powerful properties of the paths in $\mathcal{P}^{\prime}$ and $\mathcal{Q}^{\prime}$. It is trivial from the topology of $G$ that $|V(P) \cap V(Q)| \geq 1$ for $P \in \mathcal{P}^{\prime}$ and $Q \in \mathcal{Q}^{\prime}$. On the other hand, (6.5 implies that

$$
\begin{aligned}
1=\sum_{u \in V^{\prime}} z_{u}^{2} & =\left(\sum_{P} \lambda_{P} \mathbb{1}_{P}\right)^{\top}\left(\sum_{Q} \mu_{Q} \mathbb{1}_{Q}\right)=\sum_{P, Q} \lambda_{P} \mu_{Q}|V(P) \cap V(Q)| \\
& \geq \sum_{P, Q} \lambda_{P} \mu_{Q}=\left(\sum_{P} \lambda_{P}\right)\left(\sum_{Q} \mu_{Q}\right)=1
\end{aligned}
$$

We must have equality here, which implies that

$$
\begin{equation*}
|V(P) \cap V(Q)|=1 \quad\left(P \in \mathcal{P}^{\prime}, Q \in \mathcal{Q}^{\prime}\right) \tag{6.8}
\end{equation*}
$$

For any path $Q \in \mathcal{Q}^{\prime}$, we have

$$
\begin{equation*}
\widehat{z}(Q)=z^{\top} \mathbb{1}_{Q}=\sum_{P \in \mathcal{P}^{\prime}} \lambda_{P} \mathbb{1}_{P}^{\top} \mathbb{1}_{Q}=\sum_{P \in \mathcal{P}^{\prime}} \lambda_{P}\left|V^{\prime}(P) \cap V^{\prime}(Q)\right|=\sum_{P \in \mathcal{P}^{\prime}} \lambda_{P}=R . \tag{6.9}
\end{equation*}
$$

Similarly, for every $P \in \mathcal{P}^{\prime}$, we have

$$
\begin{equation*}
\widehat{z}(P)=\frac{1}{R} \tag{6.10}
\end{equation*}
$$

So the paths in $\mathcal{P}^{\prime}$ and $\mathcal{Q}^{\prime}$ are shortest paths with respect to the metric $d_{z}$. It follows that they are chordless, and also for every path $P \in \mathcal{P}^{\prime}$ and $u, v \in V(P)$, the subpath $P[u, v]$ is a shortest path between its endpoints. We get by the same kind of argument that the common nodes of any two paths $P, P^{\prime} \in \mathcal{P}^{\prime}$ are encountered by the two paths in the same order.

A consequence of $(\sqrt[6.9]{ })$ is that a $b-d$ path $Q$ satisfies $\widehat{z}(Q)=R$ (so it is a shortest $b-d$ path) if and only if $|V(P) \cap V(Q)|=1$ for every $P \in \mathcal{P}^{\prime}$.

We say that a $P^{\prime} \in \mathcal{P}^{\prime}$ is to the right of $P \in \mathcal{P}^{\prime}$, if every node of $P^{\prime}$ is either a common point of $P$ and $P^{\prime}$, or is separated from $b$ by $P$. Clearly this defines a partial ordering of $\mathcal{P}^{\prime}$. In this case we say that $P$ and $P^{\prime}$ do not cross. We can similarly define noncrossing paths in $\mathcal{Q}^{\prime}$, and a partial ordering.

We continue with two somewhat more elaborate properties of the paths in $\mathcal{P}^{\prime}$ and $\mathcal{Q}^{\prime}$. The first of these arguments could be omitted at the cost of making the arguments later less transparent. However, under the name of "uncrossing", this method is a standard and powerful step in many proofs in graph theory, and it is worth describing.
Claim 1. We can choose the decompositions in (6.6) and (6.7) so that the families $\mathcal{P}^{\prime}$ and $\mathcal{Q}^{\prime}$ are pairwise non-crossing.

In other words, "to the right" defines a total order on $\mathcal{P}^{\prime}$. Similarly, we get a total order on $\mathcal{Q}^{\prime}$.

To prove the Claim, let $P, P^{\prime} \in \mathcal{P}^{\prime}$ be a pair of paths that are crossing. Using that their common nodes are in the same order along both, we can construct two other $a-c$ paths $P_{0}$ and $P_{0}^{\prime}$, consisting of the common nodes and those nodes of each path that are to the left (resp. to the right) of the other path (Figure 6.8, left). Clearly $\widehat{z}(P)+\widehat{z}\left(P^{\prime}\right)=\widehat{z}\left(P_{0}\right)+\widehat{z}\left(P_{0}^{\prime}\right)$, and since $P$ and $P^{\prime}$ satisfy 6.3) with
equality, so do $P_{0}$ and $P_{0}^{\prime}$. Let $\varepsilon=\min \left\{\lambda_{P}, \lambda_{P^{\prime}}\right\}$, and let us decrease $\lambda_{P}$ and $\lambda_{P^{\prime}}$ by $\varepsilon$ and increase $\lambda_{P_{0}}$ and $\lambda_{P_{0}^{\prime}}$ by $\varepsilon$. This gives another decomposition in 6.6. So one of $P$ and $P^{\prime}$ (say, $P^{\prime}$ ) drops out of $\mathcal{P}^{\prime}$, and $P_{0}$ and $P_{0}^{\prime}$ enter it (they may have been there already, in which case only their weight increases).

This describes the main step, but we want to repeat this procedure to get rid of all crossings; to this end, we have to justify that we are making progress. This is not quite obvious, since we have replaced two paths by (possibly) three, creating new crossings with the other paths. Looking more carefully, we see that
(a) the remaining path $P$ and the new paths $P_{0}$ and $P_{0}^{\prime}$ are mutually noncrossing, and
(b) if a further path in $\mathcal{P}^{\prime}$ crosses either one of $P_{0}$ and $P_{0}^{\prime}$, then it crosses at least one of $P$ and $P^{\prime}$; and if it crosses both $P_{0}$ and $P_{0}^{\prime}$, then it crosses both $P$ and $P^{\prime}$.

From these observations it follows that the sum

$$
\sum_{P_{1}, P_{2} \in \mathcal{P}^{\prime} \text { crossing }} \lambda_{P_{1}} \lambda_{P_{2}}
$$

decreases at the above operation, and so if we start with a decomposition minimizing this sum, then the family $\mathcal{P}^{\prime}$ will consist of non-crossing paths. We argue for $\mathcal{Q}^{\prime}$ similarly. This proves the Claim.


Figure 6.8. Left: uncrossing two paths. Right: every node has positive weight.

Let $u \in V^{\prime}$. Every path in $\mathcal{P}^{\prime}$ either goes through $u$ or it separates $u$ from exactly one of $b$ or $d$ in the topology of the plane. Let $\mathcal{P}_{u}^{-}, \mathcal{P}_{u}$ and $\mathcal{P}_{u}^{+}$denote the sets of paths in $\mathcal{P}^{\prime}$ separating $u$ from $b$, passing through $u$, and separating $u$ from $d$, respectively. Clearly the sets $\mathcal{P}_{u}^{-}, \mathcal{P}_{u}$ and $\mathcal{P}_{u}^{+}$form intervals in the ordering of $\mathcal{P}^{\prime}$. We define the partition $\mathcal{Q}^{\prime}=\mathcal{Q}_{u}^{-} \cup \mathcal{Q}_{u} \cup \mathcal{Q}_{u}^{+}$analogously: the paths in $\mathcal{Q}^{-}$separate $u$ from $a$ etc. If $Q \in \mathcal{Q}^{\prime}$ is any path through $u$, then it is easy to tell which paths in $\mathcal{P}^{\prime}$ separate $u$ from $b$ : exactly those whose unique common node with $Q$ lies on the subpath $Q[b, u)$.

Clearly $\lambda\left(\mathcal{P}_{u}\right)=\mu\left(\mathcal{Q}_{u}\right)=z_{u}$. We can express the distance of a node $u \in V^{\prime}$ with $z_{u}>0$ from $b$ as

$$
\begin{equation*}
d_{z}(b, u)=\frac{z_{u}}{2}+\lambda\left(\mathcal{P}_{u}^{-}\right) \tag{6.11}
\end{equation*}
$$

Indeed, choosing any $Q \in \mathcal{Q}_{u}$, a path $P \in \mathcal{P}^{\prime}$ belongs to $\mathcal{P}_{u}^{-}$if and only if it intersects $Q(b, u)$, and such paths contribute $\lambda_{P}$ to $z_{v}$ for a single node $v$ on $Q(b, u)$.
Claim 2. Every node $i \in V^{\prime}$ satisfies $z_{i}>0$.
Suppose that there are nodes with $z_{i}=0$, and let $H$ be a connected component of the subgraph induced by these nodes. There are no separating 3 - and 4 -cycles by the hypothesis of the theorem, hence $H$ has at least five neighbors in $V \backslash V(H)$. Each neighbor $v$ of $H$ has weight $z_{v}>0$, and so it is contained in a path $P_{v} \in \mathcal{P}^{\prime}$ as well as in a path $Q_{v} \in \mathcal{Q}^{\prime}$. The path $P_{v}$ is disjoint from $H$ and separates $H$ either from $b$ or from $d$, and similarly, the path $Q_{v}$ separates $H$ from either $a$ or $c$. Thus there are two neighbors $u$ and $v$ of $H$ so that both $P_{u}$ and $P_{v}$ separate $H$ from (say) $b$, and both $Q_{u}$ and $Q_{v}$ separate $h$ from (say) $a$. We choose the same path for $P_{u}$ and $P_{v}$ if possible, and similarly for $Q_{u}$ and $Q_{v}$, but $(6.8)$ implies that we cannot succeed in both cases. So we may assume that $Q_{u} \neq Q_{v}$.

The rest of the argument consists of analyzing the topology around $H$. If $P_{u}=P_{v}$, then we may assume that $u$ comes before $v$ along the path $P_{u}$. The path $Q_{v}$ separates $u$ from $a$, so $P_{u}$ meets $Q_{v}$ before $u$, and then meets it again at $v$, contradicting 6.8.

Suppose that $P_{u} \neq P_{v}$. Then, as before, it follows that $P_{u}[a, u)$ meets $Q_{v}$. Since $P_{u}$ and $Q_{v}$ have only one intersection point, it follows that $Q_{v}$ is disjoint from $P_{u}[u, c]$. Similarly, $P_{v}$ is disjoint from $Q_{u}[u, d]$.

The paths $P_{u}$ and $Q_{u}$ cross each other at $u$ and split the interior of $a b c d$ into four open parts (Figure 6.8 right). The subgraph $H$ is contained in the part $T$ incident with the edge $c d$, and since $v$ is a neighbor of $H$ and not on the paths $P_{u}$ and $Q_{u}$, it must also be in $T$. Now the path $P_{v}[a, v]$ must enter $T$ through a node of $P_{u}(u, c]$, since it is disjoint from $Q_{u}[u, d]$. Similarly, the path $Q_{v}[b, v]$ must enter $T$ though $Q_{u}(u, d]$. But then $P_{v}[a, v]$ and $Q_{v}[b, v]$ must have an intersection point outside $T$, different from $v$, contradicting (6.8).

After all this preparation, we can describe the squares representing $G$. We start with the rectangle $\mathfrak{R}$ with one vertex at $(0,0)$ and the opposite vertex at $(R, 1 / R)$. Every node $u \in V^{\prime}$ will be represented by a square $S_{u}$ centered at $\mathbf{p}_{u}=\left(d_{z}(a, u), d_{z}(b, u)\right)^{\top}$ and having edge length $z_{u}$. We represent node $a$ by the square $S_{a}$ of side length $R$ attached to the top of $\mathfrak{R}$. We represent $b, c$ and $d$ similarly by squares attached to the other edges of $\Re$.
Claim 3. Let $i, j \in V$. If $i$ and $j$ are adjacent, then $S_{i}$ and $S_{j}$ are tangent. If $i$ and $j$ are nonadjacent, then $S_{i}$ and $S_{j}$ are either disjoint or tangent along a single vertex.

The Claim is easily checked when $i$ and/or $j$ belong to $\{a, b, c, d\}$, so suppose that $i, j \in V^{\prime}$.

First, let $i j \in E(P)$, where (say) $P \in \mathcal{P}^{\prime}$. Assume that $P$ encounters $i$ before $j$. Then $d_{z}(a, j)=d_{z}(a, i)+\widehat{z}_{i j}$ (since $P$ is a shortest path). On the other hand, let (say) $d_{z}(b, j) \geq d_{z}(b, i)$, and let $Q \in \mathcal{Q}^{\prime}$ go through $i$ and $Q^{\prime} \in \mathcal{Q}^{\prime}$ go through $j$. Then $Q^{\prime \prime}=Q[b, i] \cup\{i j\} \cup Q^{\prime}[j, d]$ is a $b-d$ path, and since $Q^{\prime \prime}$ intersects $P$ in at least two nodes, it is not a shortest $b-d$ path. Thus $z\left(Q^{\prime \prime}\right)>R$, which implies that

$$
d_{z}(b, i)=\widehat{z}(Q[b, i])>R-\widehat{z}\left(Q^{\prime}[j, d]\right)-\widehat{z}_{i j}=\widehat{z}\left(Q^{\prime}[b, j]\right)-\widehat{z}_{i j}=d_{z}(b, j)-\widehat{z}_{i j} .
$$

So $\left|d_{z}(b, j)-d_{z}(b, i)\right|<\widehat{z}_{i j}$. This proves that the squares $S_{i}$ and $S_{j}$ are tangent along horizontal edges.

Second, let $i j \in E(G)$, and assume that $i j$ is an not an edge of any path in $\mathcal{P}^{\prime} \cup \mathcal{Q}^{\prime}$. It is clear that $\mathcal{P}_{i} \cap \mathcal{P}_{j}=\emptyset$, since for any path in $\mathcal{P}^{\prime}$ passing through both $i$ and $j$, the edge $i j$ would be a chord. Since $\mathcal{P}_{i}$ and $\mathcal{P}_{j}$ are intervals in the ordering of $\mathcal{P}^{\prime}$, it follows that (say) $\mathcal{P}_{i}$ is completely to the left of $\mathcal{P}_{j}$. Since $i$ and $j$ are adjacent, no path in $\mathcal{P}^{\prime}$ can separate $i$ and $j$, and hence $\cap \mathcal{P}_{j}^{-}=\mathcal{P}_{i}^{-} \cup \mathcal{P}_{i}$. Applying 6.11) for both $i$ and $j$, we see that

$$
\begin{align*}
d_{z}(b, j)-d_{z}(b, i) & =\frac{z_{j}}{2}-\frac{z_{i}}{2}+\lambda\left(\mathcal{P}_{j}^{-}\right)-\lambda\left(\mathcal{P}_{i}^{-}\right)=\frac{z_{j}}{2}-\frac{z_{i}}{2}+\lambda\left(\mathcal{P}_{i}\right)  \tag{6.12}\\
& =\frac{1}{2}\left(z_{i}+z_{j}\right)
\end{align*}
$$

Finally, assume that $i$ and $j$ are nonadjacent nodes. If there is a path $Q \in \mathcal{Q}^{\prime}$ going through both $i$ and $j$, encountering (say) $i$ before $j$, then

$$
d_{z}(b, j)=d_{z}(b, i)+d_{z}(i, j)>d_{z}(b, i)+\frac{z_{i}+z_{j}}{2}
$$

and hence $S_{i}$ and $S_{j}$ are disjoint. We conclude similarly is there is a path in $\mathcal{P}^{\prime}$ through both $i$ and $j$. We are left with the case when $\mathcal{P}_{i} \cap \mathcal{P}_{j}=\mathcal{Q}_{i} \cap \mathcal{Q}_{j}=\emptyset$. As in the previous proof, we may assume that $\mathcal{P}_{i}$ is completely to the left of $\mathcal{P}_{j}$, but we can only conclude that $\cap \mathcal{P}_{j}^{-} \subseteq \mathcal{P}_{i}^{-} \cup \mathcal{P}_{i}$, and so the computation in 6.12 gives an inequality only: $d_{z}(b, j)-d_{z}(b, i) \geq \frac{1}{2}\left(z_{i}+z_{j}\right)$. Similarly, $\left|d_{z}(a, j)-d_{z}(a, i)\right| \geq$ $\frac{1}{2}\left(z_{i}+z_{j}\right)$. If strict inequality holds in both directions, then $S_{i}$ and $S_{j}$ are disjoint; if equality holds in both cases, then $S_{i}$ and $S_{j}$ have a vertex in common. This proves Claim 3.

Consider $G$ as drawn in the plane so that node $i$ is at the center $\mathbf{p}_{i}$ of the square $S_{i}$, and every edge $i j$ is a straight segment connecting $\mathbf{p}_{i}$ and $\mathbf{p}_{j}$. This gives a planar embedding of $G$. Indeed, we know from Claim 3 that every edge $i j$ is covered by the squares $S_{i}$ and $S_{j}$. This implies that edges do not cross, except possibly in the degenerate case when four squares $S_{i}, S_{j}, S_{k}, S_{l}$ share a vertex (in this clockwise order around the vertex), and $i k, j l \in E$. Since the squares $S_{i}$ and $S_{j}$ are touching along their vertical edges, we have $i j \in E$. Similarly, $j k, k l, l i \in E$, and hence $i, j, k, l$ form a complete 4 -graph. But this is impossible in a triangulation of a quadrilateral that has no separating triangles.

Next, we argue that the squares $S_{i}(i \in V \backslash\{a, b, c, d\})$ tile the rectangle $\mathfrak{R}=$ $[0, R] \times[0,1 / R]$. It is easy to see that all these squares are contained in the rectangle $\mathfrak{R}$, and they are non-overlapping by Claim 3 . The total area covered by the squares is $\sum_{i \in V^{\prime}} z_{i}^{2}=1$, which is just the area of $\mathfrak{R}$, so they must cover $\mathfrak{R}$.

Finally, we show that an appropriately resolved tangency graph of the squares $S_{i}$ is equal to $G$. By the above, it contains $G$ (where for edges of type (iii), the 4 -corner is resolved so as to get the edge of $G$ ). Since $G$ is a triangulation of the outside quadrilateral, the containment cannot be proper, so $G$ is the whole tangency graph.

Exercise 6.1. Figure out how to resolve the common points of four squares in the tiling in Figure 6.2 in order to get the dodecahedron graph.
Exercise 6.2. Verify that the graph in Figure 6.9 gives rise to a tiling of a square by different size squares. (This construction provides the minimum number of different squares tiling a square.)
Exercise 6.3. Prove that if $G$ is a resolved tangency graph of a square tiling of a rectangle, then every triangle in $G$ is a country.


Figure 6.9. Tiling a square with the smallest number of different squares.
Exercise 6.4. Construct a resolved tangency graph of a square tiling of a rectangle that contains a quadrilateral with a further node in its interior.
Exercise 6.5. Let $G$ be a maximal planar graph with at least 4 nodes, with unbounded country $a b c$. Let us 2 -color the nodes different from $a, b$ and $c$ with black and white. Prove that either there is a black node connected by black paths to each of $a, b$ and $c$, or there is a white node connected by white paths to each of $a, b$ and $c$, but not both.

## CHAPTER 7

## Discrete Analytic Functions

We have seen in Chapter 4 that the notion of harmonic functions in analysis has an analogue in graph theory, and this analogue has proved very useful in the study of electrical networks, rubber band embeddings, random walks, and elsewhere. In this chapter we discuss an extension of analytic functions to graphs; for this to be meaningful, we have to consider graphs embedded in orientable surfaces (maps).

In analysis, a complex analytic function is just a pair of real harmonic functions connected by the Cauchy-Riemann equations. We know what harmonic functions are on graphs, but what is the "right" analogue of the Cauchy-Riemann equations?

The motivation comes from numerical analysis. In order to do numerical computations with an analytic function, we have to restrict its domain to a finite set, most naturally to a large piece of a fine enough grid. Then we can mimic differentiation by taking the difference of values on adjacent gridpoints, integration by summation along grid paths etc. In this setting, important properties, like the Cauchy-Riemann equations and the Cauchy Integral Theorem, will only remain approximately true. Ferrand and later Duffin suggested to turn this around: use only approximate values of the function on the grid, but require that appropriate forms of (say) the Cauchy Integral Theorem should hold exactly. The resulting theory of discrete analytic functions on the grid leads to interesting results, even though some properties of analytic functions seem to be irrevocably lost (for example, the product of analytic functions will be no longer analytic).

In fact, we study two different, but closely related notions: discrete analytic functions, and discrete holomorphic forms (in graph theory terms, these will be called rotation-free circulations). We have seen that no nonconstant function can be harmonic everywhere on a finite graph, and accordingly discrete analytic functions are best defined on countable graphs embedded in the plane; on the other hand, discrete holomorphic forms can be best studied on finite graphs embedded in compact orientable surfaces.

Discrete analytic functions on the square grid were introduced in the 1940's [Ferrand 1944] and studied quite extensively later on Duffin 1956], [Duffin 1968, Duffin-Peterson 1968, Zeilberger 1977b, Zeilberger-Dym 1977. For the case of a general map, the notion of discrete analytic functions is implicit in the classic paper Brooks et al. 1940 (cf. also Section 6.1 in this book) and more recent work Benjamini-Schramm 1996a. These functions were formally introduced by Mercat 2001], and applications were given in Benjamini-Lovász 2002, Benjamini-Lovász 2003 and, perhaps most importantly, in Smirnov 2010b Chelkak-Smirnov 2012], where they were used in the proof of the conformal invariance of the Ising model on the square grid (to be discussed in more detail in Chapter 8). Similar, but different theories of
discrete analytic functions (not discussed here) were developed in Isaacs 1952, Dynnikov-Novikov 2003, Kiselman 2005].

### 7.1. Warmup: discrete analytic functions on the grid

7.1.1. Grid graphs and lattice domains. We consider the square grid as a (countable) map in the complex plane, whose node set is the set $\mathbb{G}$ of Gaussian integers (complex numbers $a+b i$, where $a, b \in \mathbb{Z}$ ), and two such nodes are connected by an edge if and only if their difference is $\pm 1$ or $\pm i$. We are going to denote, with a little abuse of notation, this graph by $\mathbb{G}$. Its dual graph $\mathbb{G}^{*}$ can be obtained from $\mathbb{G}$ by shifting it by $(1+i) / 2$. Let $\mathbb{G}_{r}(r=0,1)$ denote the set of Gaussian integers $a+b i$ with $a+b \equiv r(\bmod 2)$. Note that $\mathbb{G}_{r}$ is a grid itself, where we consider two lattice points adjacent if they are nearest, which in this case means that their difference is $\pm(1+i)$ or $\pm(1-i)$.

The graph $\mathbb{G}$ is bipartite, with bipartition $\mathbb{G}_{0} \cup \mathbb{G}_{1}$; sometimes we are going to call the nodes in $\mathbb{G}_{0}$ "black", and those in $\mathbb{G}_{1}$, "white". So the origin is black. We can also 2-color the bounded countries of $\mathbb{G}$ (the nodes of $\mathbb{G}^{*}$ ) with black and white (like on a chessboard); to be specific, let each square get the same color as its Southwest corner.

We will also need to define an orientation of these graphs. There are two natural orientations we can consider: we can orient each edge so that the country on its left is black (say), or we can orient it from the black endnode to the white endnode. We call these two orientations the cyclic and acyclic orientation, respectively. If we start with the acyclic orientation of $\mathbb{G}$, and define the orientation of $\mathbb{G}^{*}$ as described in Chapter 2, then we get the cyclic orientation of $\mathbb{G}^{*}$ (Figure 7.1, left).


Figure 7.1. Left: A cyclic orientation of the planar grid and the corresponding acyclic orientation of its dual. Right: a lattice domain $D$ and the graphs $\mathbb{G}_{D}$ and $\mathbb{G}_{D}^{*}$. Note that the doubled edge is not an edge of $\mathbb{G}_{D}$, so $\mathbb{G}_{D}$ is not an induced subgraph of $\mathbb{G}$.

The subset of the plane bounded by a simple closed polygon in $\mathbb{G}$ will be called a lattice domain (Figure 7.1 , right). The vertices and edges of the lattice graph $\mathbb{G}$ in a lattice domain $D$ form a subgraph $\mathbb{G}_{D}$. Note that $\mathbb{G}_{D}$ is not necessarily an induced subgraph of $\mathbb{G}$; but $\mathbb{G}_{D}^{*}$, consisting of all nodes representing squares whose interior if contained in the interior of $D$, is an induced subgraph of $\mathbb{G}^{*}$. This is the tangency graph of its squares (which we do not resolve into a triangulation, unlike in Chapter 6): we connect the centers of two squares contained in $D$ if and only if
they share an edge. This graph $\mathbb{G}_{D}^{*}$ can be obtained from the dual graph of $G$ by removing the node representing the unbounded country of $G$.
7.1.2. Discrete analytic functions. A discrete analytic function is a function $f: \mathbb{G} \rightarrow \mathbb{C}$, satisfying the equation

$$
\begin{equation*}
f(z+i)-f(z+1)=i(f(z+1+i)-f(z)) \tag{7.1}
\end{equation*}
$$

for every $z \in \mathbb{G}$. This equation has a nice geometric meaning: the diagonals of the image of any lattice square under a discrete analytic function are orthogonal and of equal length. We can write this equation as

$$
\begin{equation*}
f(z)+i f(z+1)+i^{2} f(z+i+1)+i^{3} f(z+i)=0 . \tag{7.2}
\end{equation*}
$$

Dividing (7.1) by $i-1$, we get

$$
\begin{equation*}
\frac{f(z+i+1)-f(z)}{i+1}=\frac{f(z+i)-f(z+1)}{i-1} . \tag{7.3}
\end{equation*}
$$

This latter equation can be thought of as a discrete version of the fact that the directional derivative of a complex analytic function is the same in all directions; in other words, it gives a discrete version of the Cauchy-Riemann equation.

We can allow more general discrete analytic functions, namely functions defined on the lattice points in a lattice domain. In this case, we stipulate equation 7.1 for all lattice squares contained in this domain.

Discrete analytic functions form a linear space over $\mathbb{C}$, i.e., linear combinations of them is discrete analytic again. It is trivial to check that every linear function, when restricted to Gaussian integers, is a discrete analytic function. Furthermore, the restriction of any quadratic polynomial to the Gaussian integers is a discrete analytic function. It suffices to verify this for the function $z^{2}$, which is straightforward:

$$
(z+1)^{2}-(z+i)^{2}=2(i-1) z+2=i\left((z+i+1)^{2}-z^{2}\right)
$$

verifying (7.1) (see Figure 7.2).


Figure 7.2. The image of the standard grid under the discrete analytic function $z \mapsto z^{2}$. Every vertex other than the origin is the image of two lattice points, negatives of each other.

In contrast to the previous example, the restriction of the function $f(z)=z^{3}$ to the Gaussian integers is not discrete analytic. In fact, substituting $z=0$ in (7.1), we get $i^{3}-1^{3}=-i-1$ on the left, while $i\left((1+i)^{3}-0^{3}\right)=-2(1+i)$ on the right. This shows that the product of two discrete analytic functions is not discrete
analytic in general. This fact, which is in strong contrast to the continuous case, is a major difficulty in this theory.

Some other operations on "true" analytic functions do work out quite well. Let $f$ be a function on the Gaussian integers. Let $P=\left(z_{0}, z_{1}, \ldots, z_{k}\right)$ be a walk on the grid, i.e., $z_{k+1}-z_{k} \in\{ \pm 1, \pm i\}$. We define the "line integral"

$$
\int_{P} f(z) d z=\sum_{j=0}^{k-1} \frac{f\left(z_{j+1}\right)+f\left(z_{j}\right)}{2}\left(z_{j+1}-z_{j}\right)
$$

The nice fact about this integral is that for analytic functions, it is independent of the path $P$, depends on its endpoints only. More precisely, let $P$ and $P^{\prime}$ be two walks on the grid, with the same beginning node and endnode. Then

$$
\begin{equation*}
\int_{P} f(z) d z=\int_{P^{\prime}} f(z) d z \tag{7.4}
\end{equation*}
$$

This is equivalent to saying that

$$
\begin{equation*}
\int_{P} f(z) d z=0 \tag{7.5}
\end{equation*}
$$

if $P$ is a closed walk. It suffices to verify this for the case when $P$ is a simple polygon, which we can recognize as a discrete version of the Cauchy Integral Theorem. The proof is quite easy: the case when $P$ is the boundary of a single square is just a rearrangement of equation 7.3 . For a general lattice polygon $P, 7.5$ follows by summing over all lattice squares in the interior of $P$.

It follows that we can write $\int_{u}^{v} f(z) d z$, without specifying the path from $u$ to $v$ along which we integrate. Furthermore, it is straightforward to verify that for a fixed $u, \int_{u}^{v} f d z$ is a discrete analytic function of $v$.

For a "true" analytic function, its real and imaginary parts are harmonic functions. For discrete analytic functions, this connection is a bit more complicated. Let $f$ be a discrete analytic function on the grid $\mathbb{G}$, and let $f_{r}$ denote its restriction to $\mathbb{G}_{r}(r=0,1)$. It is easy to see that the functions $f_{0}$ and $f_{1}$ determine each other up to an additive constant.

The function $f_{r}$ is a harmonic on $\mathbb{G}_{r}$. Indeed, for $z \in \mathbb{G}_{0}$ (say) we have

$$
\begin{aligned}
& f_{0}(z+i+1)-f_{0}(z)=i\left(f_{0}(z+1)-f_{0}(z+i)\right) \\
& f_{0}(z+i-1)-f_{0}(z)=i\left(f_{0}(z+i)-f_{0}(z-1)\right) \\
& f_{0}(z-i-1)-f_{0}(z)=i\left(f_{0}(z-1)-f_{0}(z-i)\right), \\
& f_{0}(z-i+1)-f_{0}(z)=i\left(f_{0}(z-i)-f_{0}(z+1)\right)
\end{aligned}
$$

Summing these equations, we get

$$
f_{0}(z+i+1)+f_{0}(z+i-1)+f_{0}(z-i-1)+f_{0}(z-i+1)-4 f_{0}(z)=0
$$

which means that $f_{0}$ is harmonic at $z$.
Conversely, let $f_{0}$ be a harmonic function on $\mathbb{G}_{0}$. By the potential argument, we can find a function $f_{1}$ on $\mathbb{G}_{1}$ such that

$$
\begin{aligned}
& f_{1}(z+1)-f_{1}(z+i)=-i\left(f_{0}(z+i+1)-f_{0}(z)\right) \\
& f_{1}(z+i)-f_{1}(z-1)=-i\left(f_{0}(z+i-1)-f_{0}(z)\right)
\end{aligned}
$$

for every $z \in \mathbb{G}_{0}$. It is easy to see that $f_{1}$ is harmonic as well, and $f_{0} \cup f_{1}$ is a discrete analytic function on the grid.

Let us also notice that a complex valued harmonic function is simply a pair of real valued harmonic functions (its real and imaginary parts). Furthermore, the real part of $f_{1}$ is related to the imaginary part of $f_{0}$, and vice versa. Hence it suffices to study analytic functions that are real on $\mathbb{G}_{0}$ and imaginary on $\mathbb{G}_{1}$. We can forget about the factor $i$ on $\mathbb{G}_{1}$, and consider a pair of functions $f: \mathbb{G}_{0} \rightarrow \mathbb{R}$ and $g: \mathbb{G}_{1} \rightarrow \mathbb{R}$ such that the following version of the Cauchy-Riemann equations holds:

$$
\begin{align*}
& g(z+1)-g(z+i)=f(z+i+1)-f(z)  \tag{7.6}\\
& g(z+i)-g(z-1)=f(z+i-1)-f(z)
\end{align*}
$$

We call the pair $(f, g)$ an analytic pair on the grid.
We can define discrete analytic functions on the nodes of $\mathcal{G}_{D}$ for some lattice domain $D$, instead of all lattice points. Condition 7.1 is then required only for lattice squares contained in $D$. Properties of discrete analytic functions discussed above extend to this more general setting easily.

Further constructions like analytic polynomials on the grid, and some properties of discrete analytic functions, similar and not similar to properties of "true" analytic functions, are described in Exercises 7.1 7.6
7.1.3. Strongly analytic functions. Smirnov Smirnov 2001 introduced a class of functions satisfying a stronger condition than analycity. Consider a lattice domain $D$ and the graph $\mathbb{G}_{D}$ with the cyclic orientation. We say that a function $g$ defined on $D$ is strongly analytic, if

$$
g(v)-g(u) \| \sqrt{\bar{v}-\bar{u}}
$$

for every edge $u v \in \mathbb{G}_{D}$. (Note that the sign of the square root plays no role, but the orientation of the edge is important: $\sqrt{\bar{v}}-\overline{\bar{u}}$ is orthogonal to $\sqrt{\bar{u}-\bar{v}}$.) Strongly analytic means that $g(z+1)-g(z)$ is real if $z \in \mathbb{G}_{0}$, and imaginary otherwise; $g(z+i)-g(z)$ is parallel to $1+i$ if $z \in \mathbb{G}_{0}$, and to $1-i$ otherwise (Figure 7.3 , left).


Figure 7.3. Left: directions of differences along edges of a strongly analytic function. Right: the image of a lattice square under a strongly analytic function. (The quadrilateral may be rotated by any multiple of $45^{\circ}$.)

It is easy to figure out the shape of the image of a (say, black) square (Figure 7.3 , right). The image of a lattice square (assuming it is nondegenerate) is always
concave, but never self-intersecting; if its two shorter edges (at the concave angle) have lengths $a$ and $b$, then the two longer ones have $a+\sqrt{2} b$ (next to $b$ ) and $b+\sqrt{2} a$ (next to $a$ ). In particular, the sums of squared length of opposite edges are equal: $(a+\sqrt{2} b)^{2}+a^{2}=(b+\sqrt{2} a)^{2}+b^{2}=2 a^{2}+2 \sqrt{2} a b+2 b^{2}$. Three vertices of it form a triangle with one angle of $45^{\circ}$, and the fourth point is the orthocenter of this triangle. It also follows that the diagonals of the quadrilateral are perpendicular and of equal length. Checking the directions of the diagonals too, we see that

$$
g(z+i)-g(z+1)=i(g(z+i+1)-g(z))
$$

which implies that every strongly analytic function is analytic (justifying the name).
Example 7.1. Consider the function $z \mapsto z$ on $\mathbb{G}$; this is analytic, but not strongly analytic. We get further analytic functions by adding a complex number $a$ at every lattice point in $\mathbb{G}_{1}$. If $|a|=1$, then it is easy to check that the concave quadrilateral $(0,1+a, 1+i, i+a)$ (the image of the lattice square $(0,1,1+i, i)$ has the property that its opposite edges are perpendicular, and so are its diagonals. By elementary geometry, it follows that the angles of this quadrilateral are, in order, $45^{\circ}, 225^{\circ}, 45^{\circ}$, $45^{\circ}$. If we divide all function values by $1+a$, then the edges of this quadrilateral will be parallel, in order, to $1,1-i, i, 1+i$. Thus this function is strongly analytic. In formula:

$$
g(z)=\left\{\begin{array}{ll}
\frac{z}{1+a} & \text { if } z \in \mathbb{G}_{0}, \\
\frac{z+a}{1+a} & \text { if } z \in \mathbb{G}_{1}
\end{array} \quad(|a|=1)\right.
$$

See Figure 7.4


Figure 7.4. The image of the grid under a strongly analytic function.
Exercise 7.1 tells us that prescribing the values of a discrete analytic function on the coordinate axes determines the function uniquely. Analogously, if we prescribe the value of a function at the diagonal points $x+x i$, then it has a unique extension $g$ to a strongly analytic function. Indeed, if we know the values at the opposite vertices of a square (say at $z$ and $z+i+1$ ), then $g(z+1)$ and $g(z+i)$ are determined by the directions of the corresponding edges. Hence we can define $g$ recursively farther and farther away from the diagonal. Example 7.1 above is the extension of the function $g(x+x i)=\frac{1+i}{1+a} x$.

Strongly analytic functions form a linear space over $\mathbb{R}$, but not over $\mathbb{C}$. In fact, they generate the linear space of all discrete analytic functions over $\mathbb{C}$ (Exercise 7.9). Many interesting properties of such functions are proved in Smirnov 2010b], Chelkak-Smirnov 2011] and Chelkak-Smirnov 2012. See Exercises 7.1 and 7.10 for further important properties of strongly analytic functions.

### 7.2. Discrete analytic functions on planar graphs

We want to define analytic functions not only on the grid, but on more general planar maps. Definition (7.1) does not generalize (unless all countries are quadrilaterals, a case to which we will come back), but (7.6) does suggest a reasonable generalization.

Let $G$ be a planar map and let $G^{*}$ be its dual, with a reference orientation. We call a pair of functions $f: V \rightarrow \mathbb{R}$ and $g: V^{*} \rightarrow \mathbb{R}$ an analytic pair, if the discrete Cauchy-Riemann equation is satisfied for every edge:

$$
\begin{equation*}
g(\operatorname{ls}(e))-g(\mathrm{rs}(e))=f(\mathrm{hd}(e))-f(\mathrm{t}(e)) \tag{7.7}
\end{equation*}
$$

Relation 7.7 implies a number of further properties; for example, it follows that $f$ is harmonic. Indeed, let $u v_{1}, \ldots, u v_{k}$ be the edges incident with $u \in V$, in counterclockwise order, and let $p_{j}$ be the country in the corner of $u v_{j}$ and $u v_{j+1}$ (we assume, for simplicity of presentation, that the edges are all oriented away from $u)$. Then

$$
\begin{equation*}
\sum_{j=1}^{k}\left(f\left(v_{j}\right)-f(u)\right)=\sum_{j=1}^{k}\left(g\left(p_{j}\right)-g\left(p_{j-1}\right)\right)=0 \tag{7.8}
\end{equation*}
$$

But this is bad news, since we have seen that no nonconstant function can be harmonic at all nodes of a finite graph. We can get around this obstacle in two ways: either we allow "singularities" at some locations, or we consider infinite graphs. The first approach is quite easy if we disregard the edges of the unbounded country (see Exercise 7.11). We are going to focus on the second.

To this end, we have to redefine (for this section only) what we mean by planar maps. A planar map means an (infinite) graph $G$ that is embedded in the plane so that every country is an open topological disk whose closure is compact, and every bounded piece of the plane meets a finite number of edges and nodes only. In particular, this implies that $V$ and $E$ are countable, every node has finite degree, and every country has a finite number of edges. Such a map has a dual $G^{*}=$ $\left(V^{*}, E^{*}\right)$, which can be represented as another planar map. The lozenge graph $G^{\diamond}$ and other simple manipulations on planar graphs can be defined in a straightforward way.

In this more general setting, the definition (7.7) can be required for every edge without forcing the function to be trivial; recall the examples from Section 7.1.

Note that for an analytic pair $(f, g)$, the function $f$ determines $g$ up to an additive constant; furthermore, for such a $g$ to exist it is necessary and sufficient that $f$ is harmonic. Indeed, 7.7) defines a function on the edges of $G^{*}$. The computation in 7.8 , followed backwards, tells us that this function adds up to zero around each country of $G^{*}$, and so the "potential argument" gives us the existence of $g$.

In this sense, the theory of discrete analytic functions on planar maps is just another formulation of the theory of harmonic functions on such maps. However, the existence of the function on the dual map, which is harmonic as well, leads to a richer theory.

It is often convenient to think of the two functions $f$ and $g$ above as a single function $f$ defined on $V \cup V^{*}=V^{\diamond}$, and allow complex values. We say that
$f: V^{\diamond} \rightarrow \mathbb{C}$ is analytic, if

$$
\begin{equation*}
f(\operatorname{ls}(e))-f(\mathrm{rs}(e))=i(f(\operatorname{hd}(e))-f(\mathrm{tl}(e))) \tag{7.9}
\end{equation*}
$$

for every edge $e \in E$. As we noted for the grid before, the complex version is not substantially more general than the real. Indeed, (7.9) only relates the real part of $\left.f\right|_{V}$ to the imaginary part of $\left.f\right|_{V^{*}}$ and vice versa. In other words, a complex analytic function $f$ can be decomposed as the sum of two very special analytic functions $f_{1}$ and $f_{2}$ : here $f_{1}$ is real on $V$ and imaginary on $V^{*}$, and $f_{2}$ is the other way around.

Example 7.2 (Rubber bands). Let $G$ be a toroidal map. We consider the torus as $\mathbb{R}^{2} / \mathbb{Z}^{2}$, endowed with the metric coming from the Euclidean metric on $\mathbb{R}^{2}$. Let us replace each edge by a rubber band, and let the system find its equilibrium. Topology prevents the map from collapsing to a single point: every non-contractible cycle remains non-contractible. In mathematical terms, we are minimizing the energy $\sum_{e \in E} \ell(e)^{2}$, where the length $\ell(e)$ of the edge $e$ is measured in the given metric, and we are minimizing over all continuous mappings of the graph into the torus homotopic to the original embedding.

It is not hard to see that the minimum is attained. Clearly, the edges are mapped onto geodesic curves (which become straight line segments if we "roll out" the torus). A nontrivial fact is that if $G$ is a simple 3-connected toroidal map, then the rubber band mapping is an embedding. This can be proved along the lines of the proof of Theorem 3.2, and it also follows from Theorem 7.4 below.

Rolling out the torus, we get a doubly periodic embedding of an infinite graph $\widehat{G}$ in the plane. From the minimality of the energy it follows that every node is at the center of gravity of its neighbors. So considering the points of the plane as complex numbers, the embedding defines a function on $V(\widehat{G})$ that is harmonic at every node, and hence it is one component of an analytic pair on $\widehat{G}$ (Figure 7.5).


Figure 7.5. Periodic rubber band maps obtained from toroidal graphs

It is rather straightforward to extend these notions to planar maps with weighted edges. We weight the edges of $G$ by $\omega \in \mathbb{R}_{+}^{E}$; this defines a weighting of the edges of $G^{*}$ by $\omega_{e}^{*}=1 / \omega_{e^{*}}$. We call a function $f: V^{\diamond} \rightarrow \mathbb{C}$ analytic for the edge-weighted graph $G$, if the weighted version of the discrete Cauchy-Riemann equation

$$
\begin{equation*}
f(\operatorname{hd}(e))-f(\mathrm{tl}(e))=i \omega_{e}(f(\operatorname{rs}(e))-f(\operatorname{ls}(e))) \tag{7.10}
\end{equation*}
$$

is satisfied for every edge $e \in E$. Again, we can consider instead two real-valued functions $\mathfrak{R}(f): V \rightarrow \mathbb{R}$ and $\mathfrak{I}(f): V^{*} \rightarrow \mathbb{R}$, and (completely independently) other two, namely $\mathfrak{I}(f): V \rightarrow \mathbb{R}$ and $\mathfrak{R}(f): V^{*} \rightarrow \mathbb{R}$. Both pairs satisfy the real version of the Cauchy-Riemann equations.
7.2.1. Integration and critical functions. Let $f$ and $g$ be two analytic functions on the nodes of the lozenge graph $G^{\diamond}$ of a weighted graph in the plane. We define integration along a path $P=\left(v_{0}, v_{1}, \ldots, v_{k}\right)$ in $G^{\diamond}$ :

$$
\int_{P} f d g=\sum_{j=0}^{k-1} \frac{f\left(v_{j}\right)+f\left(v_{j+1}\right)}{2}\left(g\left(v_{j+1}\right)-g\left(v_{j}\right)\right)
$$

This can also be written as

$$
2 \int_{P} f d g=f\left(v_{0}\right) g\left(v_{0}\right)+\sum_{j=0}^{k-1}\left|\begin{array}{ll}
f\left(v_{j}\right) & f\left(v_{j+1}\right) \\
g\left(v_{j}\right) & g\left(v_{j+1}\right)
\end{array}\right|-f\left(v_{k}\right) g\left(v_{k}\right)
$$

The nice fact about this integral is that it depends on the endpoints of the path only. By the usual argument, it suffices to verify that this integral is zero when $P$ the boundary of a country of $G^{\diamond}$, which is a straightforward computation. It follows that we can write $\int_{u}^{v} f d g$. It is also easy to check the rule of integration by parts: for $u, v \in V^{\diamond}$,

$$
\begin{equation*}
\int_{u}^{v} f d g=f(v) g(v)-f(u) g(u)-\int_{u}^{v} g d f . \tag{7.11}
\end{equation*}
$$

These have been the good news. Now the bad news: for two analytic functions $f$ and $g$, and a fixed starting node $u$, the function $F(v)=\int_{u}^{v} f d g$ is not analytic in general. A simple computation gives the "analyticity defect" of an edge $u v$ and dual edge $e=p q$ :

$$
\begin{equation*}
F(v)-F(u)-i \omega_{u v}(F(p)-F(q))=i(f(v)-f(u))[g(v)+g(u)-g(q)-g(p)] . \tag{7.12}
\end{equation*}
$$

Assuming that the function $g$ is such that the factor in brackets in 7.12 is zero for every edge:

$$
\begin{equation*}
g(\operatorname{ls}(e))+g(\mathrm{rs}(e))=g(\mathrm{hd}(e))+g(\mathrm{t}(e)) \tag{7.13}
\end{equation*}
$$

the integral function $F$ will be analytic. We call such a function $g$ critical. What we have found above is that $\int_{u}^{v} f d g$ is an analytic function of $v$ for every analytic function $f$ if and only if $g$ is a critical analytic function.

This notion was introduced, in a somewhat different setting, in Duffin 1968 under the name of rhombic lattice. Critical maps were defined in Mercat 2001: these are maps which admit a critical analytic function.

Recall condition (7.10) on $g$ being an analytic function:

$$
g(\operatorname{hd}(e))-g(\operatorname{tl}(e))=i \omega_{e}(g(\mathrm{rs}(e))-g(\operatorname{ls}(e)))
$$

These equations, together with 7.13, have a nice geometric meaning: the diagonals of the quadrilateral $g(\operatorname{ls}(e)) g(\mathrm{rs}(e)) g(\mathrm{hd}(e)) g(\mathrm{tl}(e))$ have the same midpoint, and they are orthogonal. In other words, this quadrilateral is a rhombus. (In the unweighted case it is a square, so in this case, we are back to the study of analytic functions on the square grid!)

Consider the critical analytic function $g$ as a mapping of $G \cup G^{*}$ into the complex plane $\mathbb{C}$. This defines embeddings of $G, G^{*}$ and $G^{\diamond}$ in the plane with following (equivalent) properties:
(a) The countries of $G^{\diamond}$ are rhombi.
(b) Every edge of $G^{\diamond}$ has the same length.
(c) Every country of $G$ is inscribed in a circle with the same radius.
(d) Every country of $G^{*}$ is inscribed in a circle with the same radius.

If you want to construct such maps, you can start with a planar map straightline embedded in the plane so that all countries are rhombi; this is bipartite, and you can define a critical graph on its white nodes by adding he appropriate diagonal to each rhombus and deleting the original edges (see Figure 7.6).


Figure 7.6. A map with rhombic countries, and the critical graph constructed from it.

Critical maps have a nice interpretation in terms of the Delaunay diagram: it means that all Delaunay circles of the node set $V$ have the same radius. This is clearly invariant under duality. It follows that the Voronoi graph of $V$ is the Delaunay graph of the dual (Figure 7.7, left).


Figure 7.7. Left: the Delaunay circles of the node set of a critical map. Right: A track in a rhombic graph.

Whether or not a weighted map in the plane admits a critical analytic function depends on the weighting of the edges. Which maps can be weighted this way? Kenyon-Schlenker 2004 answered this question. Consider any country $F_{0}$ of the lozenge graph $G^{\diamond}$, and a country $F_{1}$ incident with it. This is a quadrilateral, so there is a well-defined country $F_{2}$ so that $F_{0}$ and $F_{2}$ are attached to $F_{1}$ along opposite edges. Repeating this, we get a sequence of countries $\left(F_{0}, F_{1}, F_{2} \ldots\right)$. Using the country attached to $F_{0}$ on the opposite side to $F_{1}$, we can extend this to a two-way
infinite sequence $\left(\ldots, F_{-1}, F_{0}, F_{1}, \ldots\right)$. We call such a sequence a track (see Figure 7.7. right).

Theorem 7.3. A planar map has a rhombic embedding in the plane if and only if every track consists of different countries and any two tracks have at most one country in common.
7.2.2. Embedding by analytic functions. Restricting a complex analytic function $f$ on $G^{\diamond}$ (where $G$ is an infinite planar map) to $V$, we get a mapping of its nodes into the complex plane. We can extend this map to a drawing of the whole graph by mapping each edge $u v$ onto the segment connecting $f(u)$ and $f(v)$. It turns out that under rather general conditions, this mapping is an embedding in the plane.

Theorem 7.4. Let $G$ be a 3-connected map in the plane and let $f$ be a complex analytic function on $G$. Suppose that there exist a constant $c$ such that

$$
\begin{equation*}
\frac{1}{c} \leq \frac{|f(u)-f(v)|}{d_{G}(u, v)} \leq c \tag{7.14}
\end{equation*}
$$

for every pair of distinct nodes $u, v \in V^{\diamond}$. Then $f$ defines an embedding of $G$ in the plane such that every country is a convex polygon, and every node is in the center of gravity of its neighbors.

Proof. Analogously to the proof of Theorem 3.2, the main step in the proof is the following.

Claim 1. For every (open or closed) halfplane $H$, the set $S=\{i \in V: f(i) \in H\}$ induces a connected subgraph.

We may assume that $H$ is the halfplane $\{y \geq 0\}$. Let $u$ and $v$ be two nodes in $S$, we want to show that they can be connected by a path whose image stays in the halfplane $H$. We use induction on $d_{G}(u, v)$. Consider a shortest path $P$ in $G$ connecting $u$ and $v$. We may assume that $P$ is not just an edge, and that all the inner nodes of this path are outside $H$. Let $w$ be a node on $P$ which is lowest.

We claim that there exists an infinite path $P_{u}=\left(u_{0}=u, u_{1}, \ldots\right)$ starting at $u$ such that $f\left(P_{u}\right)$ lies in the upper halfplane and the distance of $f\left(u_{k}\right)$ from the $x$-axis tends to infinity. Let $G^{\prime}$ be the connected component of $G[S]$ containing $u$. It suffices to show that the distance of points of $f\left(G^{\prime}\right)$ from the $x$-axis is unbounded, since then the existence of $P_{u}$ follows by simple compactness.

Suppose that $f\left(G^{\prime}\right)$ lies in a strip $0 \leq y \leq y_{0}$, and let $U$ denote the connected component of $\mathbb{C} \backslash f\left(G^{\prime}\right)$ containing the halfplane $y>y_{0}$. The boundary of $U$ is a polygon, whose vertices are points $f(i), i \in V$ and intersection points of images of edges. Neither type of vertices can give a concave angle, and so $U$ is convex; since $U$ contains a halfplane, it follows that $U$ is a halfplane. But its boundary cannot contain a line (in fact, it cannot contain any segment longer than $c$ ), which is clearly impossible. This proves that $P_{u}$ exists as claimed.

Similarly, we can find an infinite path $P_{v}=\left(v_{0}=v, v_{1}, \ldots\right)$ such that $f\left(P_{v}\right)$ lies in the upper halfplane and the distance of $f\left(v_{k}\right)$ from the $x$-axis tends to infinity, and an infinite path $P_{w}=\left(w_{0}=w, w_{1}, \ldots\right)$ such that $f\left(P_{w}\right)$ lies in the lower halfplane and the distance of $f\left(w_{k}\right)$ from the $x$-axis tends to infinity. Clearly $P_{w}$ is node-disjoint from $P_{u}$ and $P_{v}$, and we may assume that its only intersection node
with $P$ is $w$. If $P_{u}$ and $P_{v}$ intersect, then the conclusion is trivial, so assume that they are node-disjoint.

Consider $P \cup P_{u} \cup P_{v} \cup P_{w}$ in the original planar embedding of $G$. This subgraph splits the plane into three infinite regions; let $\Omega$ be the region bounded by $P_{u} \cup$ $P \cup P_{v}$. It is easy to see that there are infinitely many disjoint paths $Q_{1}, Q_{2}, \ldots$ connecting $P_{u}$ and $P_{v}$ inside $\Omega$. We claim that if $k$ is large enough, the image of $Q_{k}$ must stay in $H$, proving that $u$ and $v$ can be connected by a path in $S$.

Let $D$ denote the diameter of $f(P)$. Let $u_{1}$ be the last node on the path $P_{u}$ such that the distance of $f\left(u_{1}\right)$ from the $x$-axis is at most $D+2 c^{3}$, let $P_{u}^{\prime}$ be the piece of $P_{u}$ between $u$ and $u_{1}$, and let $P_{u}^{\prime \prime}=P_{u} \backslash P_{u}^{\prime}$. We define $P_{v}^{\prime}, P_{w}^{\prime}$ etc. analogously.

Suppose that $f\left(P_{u}^{\prime \prime}\right)$ intersects $f\left(P_{v}^{\prime \prime}\right)$, say edge $i j$ of $f\left(P_{u}^{\prime \prime}\right)$ intersects edge $a b$ of $f\left(P_{v}^{\prime \prime}\right)$. By 7.14), the length of the image of any edge is at most $c$, so $|f(i)-f(a)| \leq 2 c$, and so $d_{G}(i, a) \leq 2 c^{2}$. Thus there exists a path $R$ of length at most $2 c^{2}$ in $G$ connecting $i$ to $a$. Again by 7.14, the diameter of $f(R)$ is at most $2 c^{3}$. By the definition of $P_{u}^{\prime \prime}$, the distance of $f(i)$ from the $x$-axis is more than $2 c^{3}$, so $f(R)$ cannot cross the $x$-axis. It follows that $u$ and $v$ can be connected by a path whose image stays in the upper halfplane, using paths $P_{u}, R$, and $P_{v}$.

So we may assume that $f\left(P_{u}^{\prime \prime}\right)$ and $f\left(P_{v}^{\prime \prime}\right)$ are disjoint. Let $T$ be the set of all nodes in $G$ at a graph-distance at most $c_{2}$ from $P \cup P_{u}^{\prime} \cup P_{v}^{\prime} \cup P_{w}^{\prime}$. Since $T$ is a finite set, there is a $k$ for which $Q_{k}$ does not intersect $T$. By $(7.14$ we get that for every node $s$ of $Q_{k}$ and every node $t$ of $P$,

$$
|f(s)-f(t)| \geq \frac{d_{G}(s, t)}{c} \geq \frac{c_{1}}{c}=c_{2}
$$

In particular, $f(s)$ cannot be in the convex hull of $f(P)$.
If $f\left(Q_{k}\right)$ does not intersect the lower halfplane, then we are done. Suppose it does, then either it intersects $f\left(P_{w}^{\prime}\right)$ or else it contains a subpath $Q_{k}^{\prime}$ such that $f\left(Q_{k}^{\prime}\right)$ lies in the upper halfplane and intersects both $f\left(P_{u}^{\prime \prime}\right)$ and $f\left(P_{v}^{\prime \prime}\right)$.

Suppose that $f\left(Q_{k}\right)$ intersects $f\left(P_{w}\right)$. Similarly as above, we find a path $R$ of length at most $2 c^{2}$ in $G$ connecting a node $a$ on $P_{w}$ to a node $i$ on $Q_{k}$. This path must intersect the path $P \cup P_{u} \cup P_{v}$ at some node $z$; this means that $d_{G}(z, a) \leq 2 c^{2}$, and so $|f(z)-f(a)| \leq 2 c^{3}$. But $f(z)$ is either in the upper halfplane or at a distance at most $D$ from it, and so $f(a)$ is at a distance at most $2 c^{3}+D$ from the upper halfplane. So $a \in V\left(P_{u}^{\prime}\right)$ and hence $i \in T$, a contradiction, since $Q_{k}$ avoids $T$.

Finally, if there is a path $Q$ such that $f(Q)$ lies in the upper halfplane and intersects both $f\left(P_{u}^{\prime \prime}\right)$ and $f\left(P_{v}^{\prime \prime}\right)$, then similarly as above, we find two paths $R_{u}$ and $R_{v}$ of length at most $2 c^{2}$ connecting $Q$ to $P_{u}^{\prime \prime}$ and $P_{v}^{\prime \prime}$, respectively. Similarly as above, these paths must stay in the upper halfplane, and so again we find that $u$ and $v$ can be connected by a path staying in the upper halfplane through $P_{u}, R_{u}$, $Q, R_{v}$ and $P_{v}$. This completes the proof of the Claim.

The assertion that every node is in the center of gravity of its neighbors is just a restatement of the fact that every analytic function is harmonic. This also shows that (assuming that $f$ gives an embedding) no country can have a concave angle, and so the countries are convex polygons. So the main step is to show that $f$ defines an embedding.

We start with observing that the image of every edge of $G$ is a segment of length at most $c$, and for any two nodes $u$ and $v$ of $G$ (adjacent or not) the distance of $f(u)$ and $f(v)$ is at least $1 / c$.

Now we turn to the proof that $f$ defines an embedding. Let us triangulate each country of $G$ arbitrarily, to get a new graph $G_{1}$. Let us draw the images of these new edges as straight segments. We claim that even with these new edges, $f$ defines an embedding of $G_{1}$.

It is enough to show that (a) two triangular countries of $G_{1}$ sharing an edge $x y$ are mapped onto triangles on different sides of the line $f(x) f(y)$, and (b) the images of triangular countries incident with the same node $x$ cover a neighborhood of $f(x)$ exactly once. We describe the proof of (a); the proof of (b) is similar.

So suppose that $x y z$ and $x y w$ are two triangular countries of $G_{1}$, and that $f(z)$ and $f(w)$ are on the same side of the line $L$ through $f(x)$ and $f(y)$, say on the right side. By the Lemma, there is a path $P$ in $G$ connecting $z$ and $w$ whose image under $f$ stays on the right side of $L$. Since $x$ is mapped to the center of gravity of its neighbors, there is a node $x^{\prime}$ adjacent to $x$ in $G$ such that $f\left(x^{\prime}\right)$ lies on the left side of $L$, and similarly, $y$ has a neighbor $y^{\prime}$ such that $f\left(y^{\prime}\right)$ lies on the left side of L. Again by the Lemma, there is a path $Q$ in $G$ connecting $x^{\prime}$ to $y^{\prime}$ such that the image of $Q$ stays on the left side of $L$. Extend $Q$ with the edges $x x^{\prime}$ and $y y^{\prime}$ to get a path $Q^{\prime}$.

Now obviously $P$ and $Q^{\prime}$ are node-disjoint paths. But if we consider them in the planar embedding of $G$, it is clear that they must cross each other. This contradiction proves the theorem.
7.2.3. Geometric representations and discrete analytic functions. Harmonic functions are closely related to geometric representations, as we have seen, among others, in rubber band representations. In the setting of analytic functions, this connection is even richer.

Square tiling. We have described the connection between square tilings and harmonic functions on planar graphs, as discovered by Brooks et al. 1940, in Section 6.1. Here we consider the closely related structure of tiling the whole plane with squares, whose sides are parallel to the coordinate axes. Assume that the tiling is discrete, i.e., every bounded region contains only a finite number of squares.

Points where four squares meet must be "resolved" just as in the finite case. Every such point will be either "vertical-through" or "horizontal-through". Let us also call a vertex of a square that is an interior point of a vertical edge of another square a "vertical-through". Also assume that there is no horizontal semiline composed of edges of the squares that contains no "vertical-through" point. We call a horizontal segment basic, if it is composed of edges of squares and its endpoints are "vertical-through" points.

We associate a map in the plane with this tiling just as in Section 6.1. We represent each basic segment by a single node (say, positioned at the midpoint of the segment). Each square "connects" two basic segments, and we can represent it by an edge connecting the two corresponding nodes, directed top-down. We get a directed graph $G$, which is infinite but locally finite.

It is not hard to see that $G$ is planar. If we assign to each node (basic segment) its $y$ coordinate, we get a harmonic function; from this, we get an analytic pair as described above. One can give an explicit description of the other function in this pair by repeating the same construction using the vertical edges of the squares. It is not hard to see that this gives the dual graph, and the $x$ coordinates supply the second function of an analytic pair.

This construction can be reversed. Starting with a planar map $G$ and an analytic pair on it, we can construct a tiling of the plane by squares, where the squares correspond to the edges of $G$ (or, equivalently, to the edges of $G^{*}$, or, equivalently, to the countries of $G^{\diamond}$ ).

The following special case is worth mentioning. Let $G$ be a 3 -connected simple toroidal map, and let us construct its rubber band embedding as in 7.2. We can lift this to a periodic embedding of the universal cover map $\widehat{G}$ in $\mathbb{C}$, where the node positions define a harmonic function. We can construct a square tiling representing this graph as above. This too will be periodic, so the universal covering mapping maps it onto a square tiling of the torus.

Touching polygons. The ideas in Kenyon 2002 give another geometric interpretation of analytic functions.

We need to define one further graph derived from a planar map $G$ : define the total map of a planar map as the medial map of its lozenge map. To clarify the name: the lozenge map has a node for each node and for each country of $G$, and a country for each edge of $G$. So its medial graph has a country for each node, edge and country of $G$.

Suppose that a function $f: V \cup V^{*} \rightarrow \mathbb{C}$ gives a straight line embedding of $G$ in the plane with convex countries, and a straight line embedding of $G^{*}$ with convex countries (we consider the infinite case; in the finite case, we should ignore the unbounded country). The only condition we need connecting the two embeddings is that if $u v$ is an edge of $G$ (with this orientation), and $p q$ is the corresponding edge of $G^{*}$ (so that $p$ represents the country $\mathrm{l}(u v)$ ), then the line $f(p) f(q)$ crosses the line $f(u) f(v)$ from left to right. Let $P_{u}$ denote the convex polygon representing the country of $G$ (or $G^{*}$ ) corresponding to $u \in V^{*}($ or $u \in V)$ ). Shrink each $P_{u}$ from the point $f(u)$ by a factor of 2 , to get a polygon $P_{u}^{\prime}$. (The point $f(u)$ is not necessarily in the interior of $P_{u}$.) This way we get a system of convex polygons, where for every edge $u v \in G^{\diamond}$, the two polygons $P_{u}$ and $P_{v}$ share a vertex at the point $(f(u)+f(v)) / 2$ (Figure 7.8.

There are three kinds of polygons in this picture: the dark and light grey ones correspond to the nodes in $V$ and $V^{*}$, respectively, while the white parallelograms $Q_{e}$ between the polygons correspond to the edges $e \in E$. It is easy to prove that these are indeed rectangles, and the two vectors spanning the parallelogram corresponding to edge $e$ are $\frac{1}{2}(f(\mathrm{hd}(e))-f(\mathrm{tl}(e)))$ and $\frac{1}{2}(f(\operatorname{ls}(e))-f(\mathrm{rs}(e)))$. It can be shown (using our hypothesis about the relationship between the two straight line embeddings) that the interiors of these polygons will be disjoint. Thus this method provides an embedding of the total graph of $G$ in the plane.

It is clear that the function $f$ is analytic if and only if every parallelogram $Q_{e}$ is a square. If the parallelograms $Q_{e}$ are rectangles, then we can weight every edge $e \in E$ with the ratio of the sides of $Q_{e}$. The function $f$ will be analytic on this weighted graph.

This correspondence with analytic functions is nice enough, but there is more. Let us take another analytic function $g$ on this edge-weighted graph, and construct the polygons $g(u) P_{u}^{\prime}$ (multiplication by the complex number $g(u)$ corresponds to blowing up and rotating). The resulting polygons will not meet at the appropriate vertices any more, but let's try to translate them so that they do (Figure 7.9). The computation is quite simple. Let $h(u)$ be the vector with which we try to translate $g(u) P_{u}^{\prime}$, where (say) $u \in V$. Let $p$ be a country of $G$ incident with $u$. Then the


Figure 7.8. Left: the total graph of a planar map $G$, obtained from straight-line embeddings of the map and its dual (only the neighborhood of a single edge is shown). Right: similar representation of the graph in Figure 7.5. Note that since the node positions of the original graph define an analytic function, the white regions representing the edges are squares.
image of $u$ in the image of $P_{p}$ is

$$
\frac{f(u)+f(p)}{2} g(p)+h(p)
$$

while the image of $p$ in the image of $P_{u}$ is

$$
\frac{f(u)+f(p)}{2} g(u)+h(u)
$$

These two points must be the same, which leads to the equation

$$
\frac{f(u)+f(p)}{2}(g(p)-g(u))=h(u)-h(p)
$$

Recall that $f$ and $g$ are given, and we want to find a function $h$ satisfying this equation for every edge $u p$ of $G^{\diamond}$. Functions $h$ satisfying this condition are precisely of the form

$$
h(v)=\int_{u}^{v} f d g+\text { const }
$$

(with an arbitrary but fixed starting node $u$ ). We have seen that this integral is well defined for any two analytic functions. If $g$ is, in addition, critical, then this function $h$ is a third analytic function defined by this representation of the total graph.

It is not hard to see that conversely, every "deformation" of the total graph picture such that the polygons $P_{u}$ remain similar to themselves defines an analytic function on $G$.
Circle packings. We can also relate discrete analytic functions to circle representations. Let $G$ be a 3 -connected toroidal map. It is again best to go to the universal cover map $\widehat{G}$. Then we can construct two (infinite, but discrete) families $\mathcal{F}$ and $\mathcal{F}^{*}$ of circles in the plane so that they are double periodic modulo a lattice $L=\mathbb{Z} a+\mathbb{Z} b, \mathcal{F}(\bmod L)$ corresponds to the nodes of $G, \mathcal{F}^{*}(\bmod L)$ corresponds to the countries of $G$, and for every edge $e$, there are two circles $C, C^{\prime}$ representing $\mathrm{hd}(e)$ and $\mathrm{tl}(e)$, and two circles $D$ and $D^{\prime}$ representing $\mathrm{rs}(e)$ and $\mathrm{Is}(e)$ so that $C, C^{\prime}$ are tangent at a point $p, D, D^{\prime}$ are tangent at the same point $p$, and $C, D$ are orthogonal. (This can be proved along the lines of the proof of Theorem 5.3.)


Figure 7.9. The deformation of the touching polygon representation given by an additional analytic function.

If we consider the centers of the circles in $\mathcal{F}$ as nodes, and connect two centers by a straight line segment if the circles touch each other, then we get a straight line embedding of the universal cover map in the plane (periodic modulo $L$ ). Let $\mathbf{x}_{v}$ denote the point representing node $v$ of the universal cover map or of its dual.

To get a discrete analytic function out of this representation, consider the plane as the complex plane, and define $f(u)=\mathbf{x}_{u}$ for every node $u \in V \cup V^{*}$. By the orthogonality property of the circle representation,

$$
f(\mathrm{hd}(e))-f(\mathrm{tl}(e))=i \omega(e)(f(\mathrm{rs}(e))-f(\operatorname{ls}(e)))
$$

with an appropriate $\omega(e)>0$. It follows that if we consider the map $G$ with weights $\omega(e)$, then $f$ is a discrete analytic function on this weighted map.

For more on the subject, see the book Stephenson 2005 and the papers Mercat 2002, Mercat 2004.

### 7.3. Discrete holomorphic forms, a.k.a. rotation-free circulations

Let us return to finite maps, but this time on surfaces other than the plane. In this section, it will be convenient to allow the graphs to have parallel edges and loops. While no nonconstant analytic function can be defined on any finite graph, we can do a lot better if we consider functions on the edges, analogous to derivatives of "true" analytic functions, namely holomorphic forms. We have to start with some topological considerations concerning maps on surfaces.
7.3.1. Maps, boundaries and coboundaries. Most of the basic definitions concerning planar maps carry over without any difficulty to graphs embedded in other surfaces. A point to pay attention to is the definition of a proper map on a compact surface $S$. By this we mean a finite graph $G$ embedded in $S$ so that each country is homeomorphic to an open disk. Once we have this property, the notions of the cyclic sequence of edges forming the boundary, the dual map, the lozenge map, etc. can be defined. If the surface is orientable, then we can define for each edge a right shore $\mathrm{rs}(e)$ and a left shore $\mathrm{ls}(e)$ just like in the plane. For a proper map on a compact surface, Euler's Formula generalizes as

$$
\begin{equation*}
n-m+f=\chi \tag{7.15}
\end{equation*}
$$

where $\chi$ is the Euler characteristic of the surface. For a compact orientable surface of genus $g$ (a sphere with $g$ handles), one has $\chi=2-2 g$.

Let $G$ be a finite directed map on an orientable surface. For every face $F \in V^{*}$, we denote by $\partial_{F} \in \mathbb{R}^{E}$ the boundary of $F$ :

$$
\left(\partial_{F}\right)_{e}= \begin{cases}1, & \text { if } \operatorname{ls}(e)=F \\ -1, & \text { if } \mathrm{rs}(e)=F \\ 0, & \text { otherwise }\end{cases}
$$

Then $|\partial F|^{2}$ is the length of the cycle bounding $F$. Note that $\partial F$ is just the special circulation $f_{C}$ defined in $(\mathrm{B} .2$, where $C$ is the boundary cycle of $F$ with the counterclockwise orientation.

This construction is dual to vector $\delta_{v}$ and the 0-dimensional coboundary operator, introduced in Appendix B.3 (those can be defined for every graph, not only for maps on surfaces). Similarly as there, we can consider the boundary operator as an $E \times V^{*}$ matrix $D=D_{G}$, where $D \mathbb{1}_{F}=\partial_{F}$ for every country $F \in V^{*}$. Its transpose $D^{\top} \in \mathbb{R}^{V^{*} \times E}$ is the coboundary operator from dimension 1 to dimension 2 , with the rather simple action of $D^{\top} \mathbb{1}_{e}=\mathbb{1}_{\mathrm{s}(e)}-\mathbb{1}_{\mathrm{rs}(e)}$. It is easy to check the fundamental relations

$$
\begin{equation*}
B^{\top} D=0 \quad \text { and } \quad D^{\top} B=0 \tag{7.16}
\end{equation*}
$$

(In topology, one would denote both coboundary operators $B$ and $D^{\top}$ by $\delta$ and both boundary operators $B^{\top}$ and $D$ by $\partial$, so (7.16) could be written as $\delta^{2}=0$ and $\partial^{2}=0$. In the simple cases we need, it will be more convenient to distinguish the boundary and coboundary maps in different dimensions.)

Some basic facts about various subspaces defined by the coboundary operator $B$ are summarized in Appendix B.3. If the graph is embedded in a surface, then we get a little more interesting spaces, relating the graph with its dual. (This still belongs to the almost-trivial part of algebraic topology.)

As a warmup, consider a (finite) 2-connected planar map $G$. Then the space of circulations $\mathcal{H}$ and its orthogonal complement $\mathcal{A}$, the space of potentials, are related by map duality. Mapping each edge to the corresponding dual edge defines an isomorphism $\phi: \mathbb{R}^{E} \rightarrow \mathbb{R}^{E^{*}}$. It is not hard to verify that $\phi\left(\mathcal{A}_{G}\right)=\mathcal{H}_{G^{*}}$ and $\phi\left(\mathcal{H}_{G}\right)=\mathcal{A}_{G^{*}}$. Boundary cycles of bounded countries of $G$ form a basis of $\mathcal{H}_{G}$. So $\operatorname{dim}\left(\mathcal{A}_{G^{*}}\right)=m-n+1$; recalling that $\operatorname{dim}(\mathcal{A})=n-1$, we see that this is just a restatement of Euler's formula.

We get a richer structure if we assume that $G$ is embedded in an orientable surface of higher genus. Let $\Sigma$ be a closed compact orientable surface of genus $g$, and suppose that the directed graph $G$ is embedded in $\Sigma$ as a map. Let $f=\left|V^{*}\right|$ be the number of countries. We say that a vector $x \in \mathbb{R}^{E}$ is rotation-free, if for every country $p$ the equation

$$
\begin{equation*}
\sum_{e: \operatorname{ls}(e)=p} x_{e}=\sum_{e: \mathrm{rs}(e)=p} x_{e} \tag{7.17}
\end{equation*}
$$

holds. We can express this as $x \perp \partial_{p}$. This is also equivalent to saying that the vector $x$ defines a circulation on the dual graph.

Each vector $\partial_{p}\left(p \in V^{*}\right)$ is a circulation; circulations that are linear combinations of these special circulations are called null-homologous. Two circulations $z$ and $z^{\prime}$ are called homologous if $z-z^{\prime}$ is null-homologous. Null-homologous circulations form a linear space $\mathcal{B}=\mathcal{B}_{G} \subseteq \mathbb{R}^{E}$ generated by the vectors $\partial_{p}$.

We have defined two orthogonal linear subspaces of $\mathcal{R}^{E}$ : the space $\mathcal{A}$ of potentials and the space $\mathcal{B}$ of null-homologous circulations. Interchanging the roles
of the map and its dual, the roles of $\mathcal{A}$ and $\mathcal{B}$ are interchanged. The orthogonal complement $\mathcal{A}^{\perp}=\mathcal{H}$ is the space of all circulations, and $\mathcal{B}^{\perp}$ is (under the identification of $E$ and $E^{*}$ ) the space of circulations on the dual graph. The intersection $\mathcal{C}=\mathcal{A}^{\perp} \cap \mathcal{B}^{\perp}=(\mathcal{A}+\mathcal{B})^{\perp}$ is the space of rotation-free circulations. This subspace will be our main object of study in this section.

The orthogonal decomposition

$$
\begin{equation*}
\mathbb{R}^{E}=\mathcal{A} \oplus \mathcal{B} \oplus \mathcal{C} \tag{7.18}
\end{equation*}
$$

can be thought of as a discrete version of the Hodge decomposition from differential geometry. We know that $\operatorname{dim}(\mathcal{A})=n-1$ and $\operatorname{dim}(\mathcal{B})=\operatorname{dim}\left(\mathcal{A}_{G^{*}}\right)=f-1$. Counting dimensions, we can express the dimension of $\mathcal{C}$ by the genus of the surface:

$$
\begin{equation*}
\operatorname{dim}(\mathcal{C})=m-\operatorname{dim}(\mathcal{A})-\operatorname{dim}(\mathcal{B})=m-(n-1)-(f-1)=2 g \tag{7.19}
\end{equation*}
$$

In particular, we see that for maps on the sphere, the space $\mathcal{C}$ is the null space: no nonzero circulation can be rotation-free.

Example 7.5 (Toroidal grid). Figure 7.10 shows a rotation-free circulation on the toroidal grid. The numbers 5 and 17 can be replaced by two arbitrary numbers, so this picture gives a 2-dimensional space of rotation-free circulations. By 7.19), the dimension of $\mathcal{C}$ is 2 , so there are no other rotation-free circulations.


Figure 7.10. Rotation-free circulation on the toroidal grid. (Edges leaving on the top are identified with edges entering on the bottom, and similarly for right-left, so that we have a graph embedded in the torus.)
7.3.2. Rotation-free circulations and discrete analytic functions. Let $z \in \mathbb{R}^{E}$ be a rotation-free circulation on a graph $G$ embedded in a surface. Consider a family $\mathcal{F}^{\prime}$ of countries whose union is homeomorphic to the disk, and let $G^{\prime}=$ $\left(V^{\prime}, E^{\prime}\right)$ be the graph formed by the boundary edges of these countries. Every cycle in $G^{\prime}$ is null-homologous, and so rotation-freeness and the potential argument (Corollary 4.5 give us a function $f: V^{\prime} \rightarrow \mathbb{R}$ such that $z_{e}=f(\mathrm{hd}(e))-f(\mathrm{tl}(e))$ for every edge $e \in E^{\prime}$. Similarly, the flow condition implies that there is a function $g: \mathcal{F}^{\prime} \rightarrow \mathbb{R}$ such that $z_{e}=g(\mathrm{rs}(e))-g(\operatorname{ls}(e))$ for every edge $e$ between two countries in $\mathcal{F}^{\prime}$. (To see the analogy with complex function theory better, we shifted our notation to functions on node sets rather than vectors indexed by nodes.)

The functions $f$ and $g$ defined above satisfy

$$
\begin{equation*}
f(\mathrm{tl}(e))-f(\mathrm{hd}(e))=g(\mathrm{rs}(e))-g(\operatorname{ls}(e)) \tag{7.20}
\end{equation*}
$$

for every edge between two countries in $\mathcal{F}$. We can think of $f$ and $g$ as the real and imaginary parts of a (discrete) analytic function, and 7.20 can be thought of as a discrete analogue of the Cauchy-Riemann equations.

It is important to emphasize that these functions $f$ and $g$ exist only locally, in the planar piece of $\Sigma$; but this is not surprising, since "true" analytic functions may have well-defined values only when restricted to a simply connected region. However, we can use the trick of Riemann surfaces from complex function theory. For a map $G$ on a closed orientable surface $\Sigma$ different from the sphere, we consider the universal cover mapping $\phi: R^{2} \rightarrow \Sigma$. Rolling up the plane twice to get a torus is an example.

The graph $\hat{G}=\phi^{-1}(G)=(\hat{V}, \hat{E}, \hat{\mathcal{F}})$ is called the universal cover of $G$. This is an infinite graph embedded in the plane, and it is a planar map in the sense of Section 7.2. Furthermore, it is invariant under the action of an appropriate discrete group of isometries of the Euclidean plane (in the case of the torus) or of the hyperbolic plane (in the case of higher genus). The universal cover of the dual $\operatorname{map} G^{*}$ is the dual map $\hat{G}^{*}$.

Any rotation-free circulation on $G$ corresponds to a rotation-free circulation on $\hat{G}$. This circulation can be represented as $\hat{a}_{e}=f(\mathrm{hd}(e))-f(\mathrm{tl}(e))$, where $f: \hat{V} \rightarrow$ $\mathbb{R}$. Note that the function $f$ can not be obtained by lifting a function on $V$. Similarly, we obtain a function $g: V\left(\hat{G}^{*}\right) \rightarrow \mathbb{R}$ such that $\hat{a}_{e}=g(\mathrm{rs}(e))-g(\operatorname{ls}(e))$. The pair $(f, g)$ is an analytic pair.


Figure 7.11. Left: A rotation-free circulation on the torus (upper left corner) and a corresponding harmonic function on the universal cover map. Right: A corresponding harmonic function on the dual.

Figure 7.11 shows a rotation-free circulation on a graph embedded in the torus. The first figure shows an associated harmonic function on the nodes of the universal cover map, the second, a harmonic function on the dual map.

We can introduce these basic notions in a little larger generality: we associate a positive weight $\omega(e)$ with every edge. In most of this chapter, we restrict our discussion to the unweighted case, because extending this to the weighted case would not amount to much more than inserting ' $\omega(e)$ ' at appropriate places in the equations.
7.3.3. Nondegeneracy properties. We state and prove two key nondegeneracy properties of rotation-free circulations. We start with a simple lemma about maps on surfaces. For every country $p$, let $\operatorname{rev}(p)$ denote the number of times the orientation of the edges changes if we move along the boundary of $p$. For every node $v$, let $\operatorname{rev}(v)$ denote the number of times the orientation of the edges changes in their cyclic order as they emanate from $v$.

Lemma 7.6. Let $G=\left(V, E, V^{*}\right)$ be a proper directed map on a surface of Euler characteristic $\chi$. Then

$$
\sum_{u \in V \cup V^{*}}(\operatorname{rev}(u)-2)=-2 \chi
$$

Proof. Every corner means an orientation change either for the node or for the country defining it. Hence

$$
\sum_{u \in V \cup V^{*}} \operatorname{rev}(u)=\sum_{v \in V} \operatorname{deg}(v)=2 m=2 n+2 f-2 \chi
$$

Rearranging, we get the equality in the lemma.
The first nondegeneracy property Benjamini-Lovász 2003 concerns certain special rotation-free circulations, namely those obtained as projections of basis vectors. Let $\Psi$ denote the orthogonal projection of $\mathbb{R}^{E}$ to the space $\mathcal{C}$ of rotation-free circulations.

Theorem 7.7. Let $G$ be a 3-connected proper map on an orientable surface with genus $g>0$. Then $\Psi \mathbb{1}_{e} \neq 0$ for $e \in E$.

Note that $\Psi \mathbb{1}_{e} \neq 0$ implies that

$$
\begin{equation*}
\left(\Psi \mathbb{1}_{e}\right)_{e}=\mathbb{1}_{e}^{\top} \Psi \mathbb{1}_{e}=\mathbb{1}_{e}^{\top} \Psi^{2} \mathbb{1}_{e}=\left|\Psi \mathbb{1}_{e}\right|^{2}>0 \tag{7.21}
\end{equation*}
$$

so a (seemingly stronger) conclusion of the theorem could be that the vector $\Psi \mathbb{1}_{e}$ is positive on the edge $e$. In a similar fashion, for any $c \in \mathcal{C}$, we have

$$
c_{e}=\mathbb{1}_{e}^{\top} c=\mathbb{1}_{e}^{\top}(\Psi c)=c^{\top}\left(\Psi \mathbb{1}_{e}\right)
$$

so it would suffice to prove that not every rotation-free circulation vanishes on $e$.
For $g=0$ there is no nonzero rotation-free circulation, and hence $\Psi \mathbb{1}_{e}=0$ for every edge $e$. So the hypothesis that $g>0$ cannot be omitted. The assumption that $G$ is 3 -connected cannot be dropped either, as shown by the example in Figure 7.12 , Here every rotation-free circulation is 0 on $e$, and hence $\Psi \mathbb{1}_{e}=0$. The orientability of the surface is also important (Exercise 7.17).


Figure 7.12. Every rotation-free circulation is 0 on the edge $e$.

Proof. Suppose that $\Psi \mathbb{1}_{e}=0$ for some edge $e$. This means that $\mathbb{1}_{e} \in \mathcal{A}+\mathcal{B}$, and so we have a decomposition $\mathbb{1}_{e}=a+b$, where $a \in \mathcal{A}$ and $b \in \mathcal{B}$. So we have $a_{f}+b_{f}=0$ for every edge $f \neq e$, but $a_{f}+b_{f}=1$ for $f=e$. By the definition of $\mathcal{A}$ and $\mathcal{B}$, there are vectors $x \in \mathbb{R}^{V}$ and $y \in \mathbb{R}^{V^{*}}$ such that $a=B x$ and $b=D^{\top} y$. We may choose the reference orientation so that $a \geq 0$.

Let $S=\left\{y_{p}: p \in V^{*}\right\}$. For $c \in S$, let $U_{c}$ denote the union of countries $p$ with $y_{p} \geq c$. The boundary of $U_{c}$ is an eulerian subgraph $D_{c}$ of $G$. Let $D$ be a cycle contained in $D_{c}$. For every edge $f \in E(D) \backslash\{e\}$ we have $a_{f}>0$, and all these edges are oriented in the same way around the cycle. So $x_{i}$ strictly increases as we traverse the cycle $D$. This can only happen if $e \in E(D)$, and since this holds for every cycle in $D \subseteq D_{c}$, the whole subgraph $D_{c}$ is a single cycle through $e$. It also follows that all the values $x_{i}$ on $D_{c}$ are different, and they grow strictly from one endpoint of $e$ to the other.

Let $G_{0}$ denote the subgraph formed by those edges $f$ for which $a_{f}=0$, and $G_{1}$ the subgraph formed by the other edges. Since $x_{i}$ is constant on every connected component of $G_{0}$, any cycle $D_{c}$ meets any component of $G_{0}$ at most once.

Let $a<b$ be two consecutive numbers in $S$, then the boundary of $U_{a} \backslash U_{b}$ is contained in $D_{a} \cup D_{b}$. A connected component of $G_{0}$ can have at most two nodes in common with $D_{a} \cup D_{b}$; hence, by 3 -connectivity, this connected component must consist of a single edge that is contained in $U_{a} \backslash U_{b}$, connecting $D_{a}$ and $D_{b}$.


Figure 7.13. Level sets of the vector $y$, and the neighborhood of a node $v$

This argument implies, in particular, that every node is contained in at least one cycle $D_{c}$. Let $v \neq \mathrm{hd}(e), \mathrm{tl}(e)$ be any node, and let $a \in S$ and $b \in S$ be smallest and largest values for which $v \in V\left(D_{a}\right)$ and $v \in D_{b}$ (Figure 7.13). Let $c<a$ and $d>b$ be a nearest numbers in $S$ (we assume that these numbers exist; the opposite case can be settled similarly). The edges of the cycles $D_{r}(a \leq r \leq b)$ entering $v$ are consecutive in the cyclic orientation about $v$, and so are their edges leaving $v$. Furthermore, $G_{0}$ can have at most two edges adjacent to $v$, one connecting $v$ to $D_{c}$, and one to $D_{d}$. No matter how these two edges are oriented, the edges incident with $v$ form two consecutive sequences, one entering and one leaving $v$. In other words,

$$
\operatorname{rev}(v)= \begin{cases}0, & \text { if } v=\mathrm{tl}(e) \text { or } v=\mathrm{hd}(e)  \tag{7.22}\\ 2, & \text { otherwise }\end{cases}
$$

A similar argument shows that $\operatorname{rev}(p)=2$ for every country $p$. Substituting in Lemma 7.6 yields $-4=-2 \chi$, so $\chi=2$, and thus the surface is the sphere, a contradiction.

Considering a "generic" linear combination of the vectors $\Psi \mathbb{1}_{e}(e \in E)$, we obtain the following corollary.
Corollary 7.8. Every 3-connected proper map on an orientable surface with genus $g>0$ carries a rotation-free circulation that does not vanish on any edge.

The arguments above also yield a more explicit formula for $\Psi \mathbb{1}_{e}$.
Proposition 7.9. Let $G$ be an oriented map on an orientable surface $\Sigma$, and let $e \in E$. Let $x \in \mathbb{R}^{V}$ be the vector of voltages of the nodes, if a unit current is sent from $\mathrm{tl}(e)$ to $\mathrm{hd}(e)$, and let $y \in \mathbb{R}^{V^{*}}$ be defined analogously for $G^{*}$. Then

$$
\Psi \mathbb{1}_{e}=\mathbb{1}_{e}-B x-D y
$$

Proof. We have the decomposition $\mathbb{1}_{e}=a+b+c$ with $a \in \mathcal{A}, b \in \mathcal{B}$ and $c \in \mathcal{C}$. Using the definitions of $\mathcal{A}, \mathcal{B}$ and $\mathcal{C}$, this can be written as

$$
\mathbb{1}_{e}=B x+D y+\Psi \mathbb{1}_{e}
$$

for appropriate vectors $x \in \mathbb{R}^{V}$ and $y \in \mathbb{R}^{V^{*}}$. Applying the boundary operator $B^{\top}$, we get

$$
\mathbb{1}_{\mathrm{hd}(e)}-\mathbb{1}_{\mathrm{t} \mid(e)}=B^{\top} B x=L x
$$

since $D y$ and $\Psi \mathbb{1}_{e}$ are circulations and hence $B^{\top} D y=B^{\top} \Psi \mathbb{1}_{e}=0$. As noted at the end of Section 4.1.3 we can interpret $x$ (and similarly $y$ ) as in the Proposition.

The effective resistance between the endpoints of $e=i j$ can be expressed as $R(i, j)=\mathbb{1}_{e}^{\top} B x$, and similarly the effective resistance of the dual map between the endpoints of the dual edge $e^{*}=p q$ is $R(p, q)=\mathbb{1}_{e}^{\top} D y$. Taking scalar product of the formula in Proposition 7.9 with $\mathbb{1}_{e}$, we get

$$
\begin{equation*}
\left(\Psi \mathbb{1}_{e}\right)_{e}=1-R(i, j)-R(p, q) \tag{7.23}
\end{equation*}
$$

Using 7.21 , we get a corollary for effective resistances:
Corollary 7.10. If $G$ is map on an orientable surface, then for every edge $e$, $R(i, j)+R(p, q) \leq 1$. If the surface is the sphere, then equality holds. If the surface is different from the sphere, and $G$ is 3-connected, then strict inequality holds.

The second main nondegeneracy property Benjamini-Lovász 2002 tries to capture the property of "true" analytic functions that if they vanish on an open disk, then they vanish identically. What should correspond to the notion of "open disk" in a discrete setting? It is not hard to guess that it should mean a "large enough connected subgraph", but just specifying the number of nodes will not work.
Example 7.11. Let $G$ be a map on an orientable surface with genus $g>0$, and let $X$ be a connected induced subgraph of $G$ such that at most $2 g$ "external" nodes of $X$ are connected to the rest of $G$ (otherwise, $X$ can be arbitrarily large). Suppose that $X$ is embedded in a subset of $\Sigma$ of the surface that is topologically a disk. Delete the edges of $X$ as well as all the non-external nodes, create a new node $x$, and connect it to the external nodes (Figure 7.14).

We get a graph $G^{\prime}$ that is still a map on $\Sigma$. Thus this graph has a $2 g$-dimensional space of circulations, and hence there is a nonzero rotation-free circulation $\psi$ vanishing on each of the $2 g-1$ of the edges incident with $x$. Since this is a circulation, it must vanish on all the edges incident with $x$. Delete $x$, put $X$ back, and extend $\psi$ with 0 -s to the edges of $X$. We get a nonzero rotation-free circulation vanishing on $X$.


Figure 7.14. Contracting a loosely connected piece

This example suggests that the right thing to consider is not the size of the zero-region but its node-boundary. The following theorem asserts that this is indeed so, and the number $2 g$ in the example is best possible up to a factor of about 2 .

Theorem 7.12. Let $G$ be a graph embedded in an orientable surface $\Sigma$ as a map. Let $\varphi$ be a nonzero rotation-free circulation on $G$ and let $G^{\prime}$ be the subgraph of $G$ on which $\varphi$ does not vanish. Suppose that $\varphi$ vanishes on all edges induced by, and incident with, a connected subgraph $U$ of $G$. Then $U$ can be separated from $G^{\prime}$ by at most $4 g-3$ nodes.

Proof. In our topological arguments, we have to be careful not to use intuition based on planar maps. In particular, we may have edges both sides of which belong to the same country (even though the graph is 3 -connected). We call such an edge non-bordering.

Let $W$ be the connected component of $G \backslash V\left(G^{\prime}\right)$ containing $U$, and let $Y$ denote the set of nodes in $V \backslash V(W)$ adjacent to $W$. So $Y \subseteq V\left(G^{\prime}\right)$, every node in $Y$ is adjacent to $W$, and all edges $e$ between $Y$ and $W$, as well as in $G[W]$, have $\varphi(e)=0$.

Consider an edge $e$ with $\varphi(e)=0$. If $e$ is not a loop, then it can be contracted to get a map on the same surface with a rotation-free circulation. In particular, we can contract $W$ to a single node $u$ (Figure 7.15).


Figure 7.15. Contracting a connected component of zero edges

If $e$ is a loop with $\operatorname{ls}(e) \neq \mathrm{rs}(e)$, then $G \backslash e$ is still a map (the interior of every country is topologically an open disk), and $\varphi$ is a rotation-free circulation on it.

So we can eliminate an edge with $\varphi(e)=0$ unless it is a non-bordering loop. In this latter case, we can change $\varphi(e)$ to any nonzero value and still have a rotationfree circulation.

We apply this elimination procedure to all edges with $\varphi=0$ except for the edges between $u$ and $Y$, and between two nodes of $Y$. We don't try to contract edges between nodes in $Y$ (we do not want to reduce the size of $Y$ ), but we can delete them unless they are non-bordering. If there are parallel edges between $u$ and $Y$, and at least one of them is a border between distinct countries, then we delete this too. So at the end we may assume that every edge between $u$ and $Y$ is either single, or non-bordering. Let $D$ be the number of edges between $u$ and $Y$.

Re-orient each edge with $\varphi \neq 0$ in the direction of the flow $\varphi$, and orient the edges between $u$ and $Y$ alternatingly in an out from $u$ (there may be one pair of consecutive edges in the same direction, if $D$ is odd). Orient the edges with $\varphi=0$ between two nodes of $Y$ arbitrarily, to get a digraph $G_{1}$.

It is easy to check that $G_{1}$ has no sources or sinks, so $\operatorname{rev}(v) \geq 2$ for every node $v$, and of course $\operatorname{rev}(u) \geq D-1 \geq|Y|-1$. Furthermore, every country either has an edge with $\varphi>0$ or a non-bordering edge on its boundary. In the first case, it cannot be bounded by a directed cycle, since $\varphi$ would add up to a positive number on its boundary. In the second, the country boundary goes through the non-bordering edge twice in different directions, so again it is not a directed cycle. Thus we have $\operatorname{rev}(p) \geq 2$ for every country $p$.

Substituting in Lemma 7.6 (with $G_{1}$ in place of $G$ ), we get that $|Y|-1 \leq 4 g-4$. Since $Y$ separates $U$ from $G^{\prime}$, this proves the theorem.

### 7.4. Global information from local observation

As an application of the nondegeneracy results above, we describe an algorithmic problem; I don't think this problem has any important applications, but it is perhaps interesting for its unusual setting. Suppose that we live on a (finite) map on a compact orientable surface with genus $g$ (the embedding is reasonably dense). Can we determine global properties of the graph, say the genus of the surface, if we only have access to a small neighborhood of our location (Figure 7.16)?


Figure 7.16. A map observed at the black nodes. Can you determine the genus of the surface?

Well, clearly not. But suppose that the graph is "active", in the sense that the edges carry weights, which change according to random local transitions, and we can observe the process in that small neighborhood for some time. Let us describe a particular process that allows us to determine the genus of the graph, based on Benjamini-Lovász 2002.

Discrete holomorphic forms motivate a reasonably natural and simple procedure, which we call random balancing. Informally, this can be described as follows.

We consider a finite map $G$, with a reference orientation, on an orientable surface $S$. Each edge carries a real weight $x_{i j}$. With some frequency, a node wakes up, and balances the weights on the edges incident with it, so that locally the flow condition is restored. With the same frequency, a country wakes up, and balances the weights on the edges incident with it, so that the rotation around the country is canceled.

To make this precise, we start with any vector $x \in \mathbb{R}^{E}$. At each step, one of the following two operations is carried out on the current edge-weighting $x \in \mathbb{R}^{E}$ :
(a) Node Balancing. Let $v \in V$ and let $s_{v}=\left(\delta_{v}\right)^{\top} x$ be the "imbalance" at node $v$ (the value by which the flow condition at $v$ is violated). We modify $x$ by subtracting $\left(s_{v} / \operatorname{deg}(v)\right) \delta_{v}$ from it.
(b) Country Balancing. Let $p \in V^{*}$, and let $r_{p}=\left(\partial_{p}\right)^{\top} x$ be the "rotation" around $p$. We modify $x$ by subtracting $\left(r_{p} / \operatorname{deg}(p)\right) \partial_{p}$ from it.

Rotation-free circulations are invariant under node and country balancing. Starting with any vector $x$ on the edges and doing country and node balancing of randomly chosen nodes and countries, from the uniform distribution on $V \cup V^{*}$, the weights will converge to $\Psi x$ quite fast (Exercise 7.18).

How do we observe the procedure? Let $U$ be a connected subgraph of $G$, which cannot be separated from any non-zero-homotopic cycle by fewer than $4 g-1$ nodes. Let $E_{0}$ be the set of edges incident with $U$ (including the edges of $U$ ). We think of $E_{0}$ as the "window" through which the graph $G$ can be observed.

Let $\Gamma x$ denote the restriction of $x \in R^{\mathrm{E}}$ to $E_{0}$. By Theorem 7.12, $\operatorname{dim}(\Gamma \mathcal{C})=$ $\operatorname{dim}(\mathcal{C})=2 g$. For any $x \in \mathbb{R}^{E}$, the vector $z=\Psi x$ is in $\mathcal{C}$, and $\Gamma z$ can be observed in the window. If we can repeat this with sufficiently many starting edgeweights $x^{1}, \ldots, x^{m}$ so that their projections $z^{i}=\Psi x^{i}$ span $\mathcal{C}$, then $\Gamma z^{1}, \ldots, \Gamma z^{m}$ span $\Gamma \mathcal{C}$ by Theorem 7.12, and so determining the dimension of the space spanned by $\Gamma z^{1}, \ldots, \Gamma z^{m}$ tells us the genus of the surface.

How to generate such starting vectors $x^{i}$ ? Since by our model we have access to the edges in $E_{0}=\left\{e_{1}, \ldots, e_{m}\right\}$, it is natural to restart from $x^{i}=\mathbb{1}_{e_{i}}+z^{i-1}$. (For $i=1$, we start from $\mathbb{1}_{e_{1}}$.) We call this a local excitation.

Do local excitations yield sufficiently many linearly independent vectors $\Gamma z^{i}$ ? Luckily, they do, as shown by the next lemma.

Lemma 7.13. The vectors $\Psi \mathbb{1}_{e}\left(e \in E_{0}\right)$ generate $\mathcal{C}$.
Proof. Suppose not, then there is a nonzero vector $\mathbf{v} \in \mathcal{C}$ orthogonal to every vector $\Psi \mathbb{1}_{e}$. Then

$$
\mathbf{v}^{\top} \mathbb{1}_{e}=(\Psi \mathbf{v})^{\top} \mathbb{1}_{e}=\left(\Psi \mathbb{1}_{e}\right)^{\top} \mathbf{v}=0
$$

for every edge $e \in E_{0}$, which means that $\Gamma \mathbf{v}=0$. By Theorem 7.12 it follows that $\mathbf{v}=0$, a contradiction.

The more difficult issue is: how to compute $z=\Psi x$ from $x$ ? Starting with $x_{0}=x$, let $x_{t} \in \mathbb{R}^{E}$ be the vector of edgeweights after $t$ random balancing steps. If $z=\Psi x_{0}$, then $x_{t} \rightarrow z$ as $t \rightarrow \infty$, and so $\Gamma x_{t} \rightarrow \Gamma z$.

Of course, after a local excitation we cannot wait for infinite time to let the system settle to a rotation-free circulation. We have to make an observation of the window $E_{0}$ allowing sufficient but finite time $T$ after each local excitation. These observations provide vectors $y_{1}, \ldots, y_{m} \in \mathbb{R}^{E_{0}}$ such that $y_{i}-y_{i-1} \approx \Gamma \Psi \mathbb{1}_{e_{i}}$ (here $\left.y_{0}=0\right)$. If we had exact equality here, then the rank of $\left(y_{1}, \ldots, y_{m}\right)$ would be exactly $2 g$, by Lemma 7.13 and Theorem 7.12 ,

But we have errors! We can do the following: we construct a linear subspace $\Sigma$ (approximating $\Gamma \mathcal{C}$ ) as follows. Start with $\Sigma_{0}=0$. For $i=1, \ldots, m$, check if the distance of $y_{i}-y_{i-1}$ from $\Sigma_{i-1}$ is at least a pre-defines $\varepsilon>0$. If so, let $\Sigma_{i}=\operatorname{lin}\left(\Sigma_{i-1} \cup\left\{y_{i}\right\}\right)$, else let $\Sigma_{i}=\Sigma_{i-1}$. Return the dimension of $\Sigma_{m}$. Let us call this procedure subspace fitting.

Theorem 7.14. Let $\varepsilon=(n+f)^{-(n+f)^{2}}, T=(n+f)^{7}$, and let $k$ be the result of the subspace fitting algorithm. Then with high probability, $g=k / 2$.

The proof of this theorem involves some rather tedious computation, analogous to that in Benjamini-Lovász 2002, and will not be reproduced here. For the interested reader, we state the main steps as Exercises 7.18 and 7.19 .

Remark 7.15. We defined balancing steps as a node/country chosen uniformly from $V \cup V^{*}$. While this is perhaps easier to describe, it has an unpleasant feature, in particular if we think of the map $G$ as very large: random choice for the site of the balancing step is a global operation. The following (essentially equivalent) model is therefore more appealing: Let us endow each node and each country with a "Poisson clock", emitting ticks at times according to a Poisson process with parameter 1. When its clock ticks, the site balances. Thus the model becomes truly local. Unfortunately, the waiting time in the algorithm still depends (polynomially) on the size of the graph; this is natural, since information from the distant parts of the map must get to the observation window.

Remark 7.16. In Benjamini-Lovász 2002 a different method for local excitation was analyzed: In that version, we do not manipulate the edgeweights in the window, but (besides node and country balancing) we allow a third random change with some small probability $p$ :
(c) Excitation. Add a random number $X \in\{-1,1\}$ to the weight of a random edge $e \in E$.

The main result is that there is a constant $c>0$ such that if $p<1 /(n+f)^{c}$, then observing the modified balancing process for at least $(n+f)^{c} / p$ steps, we can determine the genus $g$ with high probability.

Exercise 7.1. (a) Prove that if we assign a complex number to every integer point on the real and imaginary axes, then there is a unique analytic function on the Gaussian integers extending these values. (b) Prove that if we assign a complex number to every Gaussian integer on the diagonal $x=y$ in the plane, then there is a unique strongly analytic function on the Gaussian integers extending these values.
Exercise 7.2. Let $f$ be an analytic function on $\mathbb{G}$. Prove that $\widehat{f}(x+i y)=$ $(-1)^{x+y} \bar{f}(x+i y)$ is analytic on $\mathbb{G}$.
Exercise 7.3. Prove that the restriction of any discrete analytic function to the (tilted) grid $\mathbb{G}_{0}$ is a (complex valued) harmonic function on this grid graph. Also prove that every harmonic function on the grid graph $\mathbb{G}_{0}$ arises as the restriction of a discrete analytic function.

Exercise 7.4. (a) Prove that if $f$ is an analytic function on the grid, then $\int_{0}^{u} f$ is an analytic function of $u$. (b) If $f$ is a polynomial in $\operatorname{Re}(z)$ and $\operatorname{Im}(z)$, then $\int_{0}^{u} f$ is a polynomial in $\operatorname{Re}(u)$ and $\operatorname{Im}(u)$.

Exercise 7.5. For $u \in \mathbb{G}$, let $u^{: 0:}=1$, and for $n \geq 1$, define

$$
u^{: n:}=n \int_{0}^{u} z^{: n-1:} d z
$$

Define a discrete polynomial of degree $n$ as any linear combination of the discrete analytic functions $1, z, z^{: 2}, \ldots, z^{: n}$. Prove that the space of polynomials of a given degree is invariant under shifting the origin Mercat 2002.
Exercise 7.6. Let $f$ be an analytic function on the grid, and let $a$ be a nonzero Gaussian integer. Prove that the following functions are discrete analytic:
(a) $\partial_{a} f(z)=(f(z+a)-f(z)) / a$.
(b) $f^{\dagger}(z)= \begin{cases}\bar{f}(z) & \text { if } z \in \mathbb{G}_{0}, \\ -\overline{f(z)} & \text { if } z \in \mathbb{G}_{1} .\end{cases}$

Exercise 7.7. Define the discrete exponential function as a discrete analytic function $\operatorname{Exp}(x)$ on $\mathbb{G}$ satisfying

$$
\int_{u}^{v} f(z) d \operatorname{Exp}(z)=\int_{u}^{v} f(z) \operatorname{Exp}(z) d z
$$

for every discrete analytic functions $f$ and every $u, v \in \mathbb{G}$.
(a) Prove that there is a unique exponential function.
(b) Prove that

$$
\operatorname{Exp}(z)=\sum_{n=0}^{\infty} \frac{z^{: n:}}{n!}
$$

for values of $z$ for which the series on the right hand side is absolute convergent.
(c) Prove that exponentials form a basis for all discrete analytic functions Mercat 2004.
Exercise 7.8. Let $\varepsilon_{n} \searrow 0$, let $\Omega$ be a simply connected bounded open set in the plane, and let $g_{n}: \Omega \cap\left(\varepsilon_{n} \mathbb{G}\right) \rightarrow \mathbb{Z}$ be a function that satisfies the discrete analycity condition on every square contained in $\Omega$. We extend the definition of $g_{n}$ to every point in $\Omega$, as the value at the nearest point of $\Omega \cap\left(\varepsilon_{n} \mathbb{G}\right)$. Let $g: \Omega \rightarrow \mathbb{Z}$, and assume that $g_{n} \rightarrow g$ uniformly on every compact subset of $\Omega$. Prove that $g$ is analytic (in the classical sense).
Exercise 7.9. Prove that every analytic function on a lattice domain can be written as $f_{1}+i f_{2}$, where $f_{1}$ and $f_{2}$ are strongly analytic functions.
Exercise 7.10. Let $g$ be a strongly analytic function on a lattice domain graph $G$ (with the cyclic orientation). For an internal edge $u v$, define $\widehat{g}(u v)=g(u)+$ $(\bar{u}-\bar{v}) \overline{g(u)}$.
(a) Prove that $\widehat{g}(u v)=g(v)+(\bar{u}-\bar{v}) \overline{g(v)}$.
(b) Prove that $\widehat{g}(u v)$ is the orthogonal projection of $g(u)$ onto the line parallel to $\sqrt{u-v}$.
(c) Prove that the function $|\widehat{g}|^{2}$ satisfies the flow condition at every internal node of $G^{*}$.
(d) Show that one can define a function $H: V\left(G^{*}\right) \backslash \infty \rightarrow \mathbb{R}$ such that if $u v \in E$, $p=\operatorname{ls}(u v)$ and $q=\mathrm{rs}(u v)$, then $H(q)-H(p)=|\widehat{g}(u v)|^{2}$.
(e) Prove that $H$ is superharmonic on the lattice graph of $\mathbb{G}_{0}$.

Exercise 7.11. Let $G$ be a finite connected planar map. Let us assign values $f_{0}(u) \in \mathbb{C}$ to the nodes of the unbounded country $p_{\infty}$. (a) Prove that there is a pair of functions $f: V \rightarrow \mathbb{C}$ and $g: V^{*} \backslash p_{\infty} \rightarrow \mathbb{C}$ such that $f$ extends $f_{0}$ and (7.7) is satisfied at every edge except for the edges of $p_{\infty}$. (b) Prove that the pair $(f, g)$ is uniquely determined up to adding a constant to $g$.

Exercise 7.12. Let $G$ be a connected planar map with a reference orientation and let $v \in V$ such that $v$ is not a cutpoint. Let us assign values $g_{0}(u v) \in \mathbb{C}$ to edges exiting $v$ so that $\sum_{u \in N(v)} g_{0}(u v)=0$. Prove that there is a unique extension $g: E \rightarrow \mathcal{C}$ of $g_{0}$ that is a circulation on $G$ and rotation-free on $G \backslash v$.
Exercise 7.13. Prove that every circulation on a map on any orientable surface is homologous to a unique rotation-free circulation.
Exercise 7.14. Let $G$ be a map on an orientable surface $\Sigma$ and $e \in E$. Prove that if there is a any rotation-free circulation that does not vanish on $e$, then $\Psi \mathbb{1}_{e}$ is such a circulation.
Exercise 7.15. Show by an example that there is a 3-connected map $G$ on the torus and a nonzero vector $f \in \mathbb{R}^{E}$ supported on two edges such that $\Psi f=0$.
Exercise 7.16. Let $G$ be a map on an orientable surface $S$ of genus $g>0$, such that every noncontractible Jordan curve on the surface intersects the map in at least $4 g$ points. Prove that if a rotation-free circulation vanishes on all edges of a non-0-homologous cycle and on all edges incident with it, then it is identically 0 .
Exercise 7.17. Rotation-free circulations can be defined on non-orientable closed surfaces as well. (a) Prove that there is no nonzero rotation-free circulation on any map on the projective plane. (b) Prove that on a map on a non-orientable surface with Euler characteristic $\chi$, the dimension of the space of rotation-free circulations is $1-\chi$. (c) Show by an example that Theorem 7.7 does not remain valid on nonorientable surfaces.
Exercise 7.18. Let $G$ be a map on an orientable surface.
(a) Prove that starting with any vector on the edges and doing country and node balancing repeatedly so that each node and each country gets balanced infinitely often, the edgeweights converge to a rotation-free circulation.
(b) For $u \in V \cup V^{*}$ and $x \in \mathbb{R}^{E}$, let $\Phi_{u}$ denote the result of node/country balancing at $u$. Let $u_{1}, u_{2}, \ldots$ be the sequence of independent uniform random elements of $V \cup V^{*}$. Starting with any vector $x \in \mathbb{R}^{E}$, define a sequence of vectors by recurrence as follows: $x_{0}=x$ and $x_{t}=\Phi_{u_{t}} x_{t-1}(t \geq 1)$. Prove that

$$
\mathrm{E}\left(\left|x_{t}-\Psi x\right|^{2}\right) \leq\left(1-\frac{1}{(n+f)^{4}}\right)^{t}|x|^{2}
$$

Exercise 7.19. Prove that if $G$ is a map on an orientable surface with genus $g>0$, then $\left(\Psi \mathbb{1}_{e}\right)_{e} \geq n^{-n} f^{-f}$ for every edge $e$.

## CHAPTER 8

## Discrete Analytic Functions: Statistical Physics

There are several models in geometric probability and statistical physics which are defined on the part of a lattice in a domain $\Omega$ in the plane, and which show a fully unexpected invariance under conformal transformations of $\Omega$, at least in the scaling limit, when the edge-length of the lattice tends to zero. This fact (in the cases when proved at all) is not only unexpected, but highly nontrivial. It is perhaps not surprising that discrete analytic functions play a substantial role in several of these proofs.

We describe four such models, and show the discrete analytic functions (or similar functions) that arise from them; then we sketch the proof in one of the cases.

### 8.1. Conformal invariance

8.1.1. Domino tilings. A domino is the union of two adjacent squares. A lattice domain $D$ may or may not be the union of disjoint dominos; the question is equivalent to the existence of a perfect matching in the tangency graph $G_{D}^{*}$. A necessary and sufficient condition for this can be obtained by specializing the Marriage Theorem, but more geometric conditions can be formulated [Fournier 1995 Kenyon 2009.


Figure 8.1. Left: a domino tiling of a lattice domain and the corresponding perfect matching in the dual graph. Right: the height function of this domino tiling, in grayscale. Note that the edges of the matching correspond to rifts (changes by more than $1)$ in the height function.

A construction capturing important features of domino tilings was introduced in Thurston 1989. Given a covering by disjoint dominos, we assign a value of 1 to each edge on the boundary of a domino and -3 to the edge separating two squares on the same domino. It is trivial to see that this assignment is rotation-free with respect to the cyclic orientation, and so (by the potential argument) it can be represented as $\delta \mathbf{h}$, for some vector $\mathbf{h} \in \mathbb{R}^{V}$. The function $\mathbf{h}$ is called the height
function of the domino tiling. It is uniquely determined up to adding a constant function; to be specific, we set the function value 0 on the leftmost tile among the lowermost tiles. In terms of $G_{D}^{*}$, the function is defined on those squares containing a node of $V$, and so we can consider it to be defined on the union of these squares (Figure 8.1).

On the boundary of the lattice domain, the height function is uniquely determined, independently from the domino tiling. On the other hand, the height function determines the domino tiling: a pair of squares forms a domino if and only if they share an edge along which the height function changes by 3 .

Perhaps the first mathematical result about conformal invariance of the scaling limit of combinatorial quantities defined on lattices was obtained by Kenyon 2000 . He proved that the variance of the height function is asymptotically conformally invariant. This means the following. Fix a point $p$ in the interior of the domain $\Omega$. Select a tiling $\mathcal{T}$ of the corresponding lattice domain, then the dual square containing $p$ has a certain height $h(p)$. If we select $\mathcal{T}$ at random, uniformly among all tilings, then $h(p)$ will be a random variable, that has a certain expectation $\bar{h}(p)$. When the edge length $\varepsilon$ of the grid tends to zero, then the random variable $h(p)-$ $\bar{h}(p)$ tends to a limit random variable $g(p)$. This random variable is conformally invariant: If $\phi: \Omega \rightarrow \Omega_{1}$ is a conformal mapping of $\Omega$ to another domain $\Omega_{1}$, and $g_{1}$ denotes the function corresponding to $g$ on $\Omega_{1}$ then $\left.g_{( } \phi(p)\right)$ has the same distribution as $g(p)$. See Kenyon 2009 for a nice introduction to this rich area.
8.1.2. Honeycombs, triangles and hex. Let $G$ be a 2-connected simple planar graph in which all countries are triangles except for the unbounded country $p_{\infty}$. Let $a, b, c$ and $d$ be four edges of the boundary of $p_{\infty}$ (labeled in their counterclockwise order), splitting it into four node-disjoint $\operatorname{arcs} a b, b c, c d$ and $d a$. Let us 2-color the nodes with black and white, where we require that nodes in $a b \cup c d$ are black and nodes in $b c \cup d a$ are white. Let us say briefly that the boundary is properly colored.

By Proposition 6.3 and the construction in Figure 6.7(b), there is either an all-black path connecting $a b$ and $c d$, or and all-white path connecting $b c$ and $d a$, but not both. What is the probability that for a random coloring (subject only to the requirement that the boundary is properly colored), the first possibility, namely $a b-c d$ connectivity occurs?

This number is quite difficult to compute in general, but there is a beautiful asymptotic formula in the case when $G$ is a piece of the triangular grid. More exactly, consider the regular triangular grid in the plane, and a finite set of lattice triangles whose union is a simply connected region $\Omega$. Let $G$ be the graph consisting of the edges and vertices of these triangles. Splitting the boundary into four parts as above, we can ask for the probability that in a random coloring that is proper on the boundary, $a b$ and $c d$ are connected by a black path. We call this the crossing probability (from $a b$ to $c d$ ).

Next, consider a sequence $G_{1}, G_{2}, \ldots$ of such graphs, with the edge-lengths of the grids tending to 0 . Suppose, furthermore, that the corresponding domains $\Omega_{n}$ tend to a simply connected domain $\Omega$ in the Carathéodory sense. Let the boundary polygon of $\Omega_{n}$ be split into four arcs as before by edges $a_{n}, b_{n}, c_{n}$ and $d_{n}$, and assume $a_{n} \rightarrow a \in \partial \Omega, b_{n} \rightarrow b \in \partial \Omega$ etc.

It can be proved that the crossing probability between the $\operatorname{arcs} a_{n} b_{n}$ and $c_{n} d_{n}$ tends to a value $p=p(\Omega, a, b, c, d)$ which depends on the domain $\Omega$ and on the
four points $a, b, c, d \in \partial \Omega$ only. The surprising fact, conjectured in Cardy 1992, based on computational experiments and ingenious intuition, is that this value is invariant under conformal transformation. This fact was eventually proved in Smirnov 2001:
Theorem 8.1. Let $\Omega$ be a simply connected domain in the plane, let $a, b, c, d, \in$ $\partial \Omega$, and let $f: \bar{\Omega} \rightarrow \mathbb{C}$ be a bijective conformal map. Then $p(\Omega, a, b, c, d)=$ $p(f(\Omega), f(a), f(b), f(c), f(d))$.

This allows us to compute the crossing probabilities for any domain (assuming we can compute that map $f$ sufficiently explicitly), when perhaps ad hoc methods can be used.


Figure 8.2. Three ways of randomly walking down from the top of a triangle to the bottom on the streets amidst hexagonal buildings. Top: a Galton board; left: random walk (not a proper drawing, which would pass too many streets); right: along the line separating a random 2 -coloring of the hexagons.

A particularly nice special case was conjectured by Cardy 1992 and proved by Smirnov 2001. Consider a triangular domain $T$ in the regular triangular lattice, with vertices $a, b$ and $c$. Take those hexagons in the dual lattice whose center is a lattice point in $T$; but omit the hexagon containing $a$. Let all the hexagons along the edge $a b$ be colored black, all hexagons along the edge $a c$ be colored white. Let the other hexagons be colored randomly. Start a polygonal walk between the two hexagons on the top, and keep going so that you always have a black hexagon on your right and a white hexagon on your left. Eventually, you will exit at a point $y$ on the edge $b c$. Then Cardy's Formula tells us that the point $y$ is asymptotically uniformly distributed along the edge $b c$, if the edge length of the lattice tends to 0 (Figure 8.2, right). Another way of saying this is that if $x$ is a point on the edge $b c$ of a regular triangle $a b c$, then

$$
p(T ; a, b, c, x)=\frac{|c-x|}{|c-b|}
$$

The other two figures illustrate other ways of walking down from $a$ to $b c$ : the Galton board (when we move always down, choosing a left or right turn randomly), and a random walk. The Galton board produces a binomial distribution, which is asymptotically Gaussian.
8.1.3. Paving your porch, or the Fortuin-Kasteleyn model. The following construction Smirnov 2010a, Chelkak-Smirnov 2012, providing an interesting class of strongly analytic functions, will be important for its applications in physics. Here we start with an elementary mathematical formulation.

Consider the tiling of a lattice domain (a "porch") with square tiles that have two circular arcs on their face, with radius half of their side length, centered at opposite corners (Figure 8.3). There are two "doors", special tiles marked by arrows.

Such a tile has two possible orientations. We assume that the tiles on the boundary of the domain are oriented alternatingly, except for the doors. More precisely, we may assume that in the 2-coloring of the vertices, entering the door on the left edge of the picture, we see a white vertex on our left. Then the black vertices on the upper boundary have partial circles about them (which may consist of one, two or three quarter-circles), and so do the white vertices on the lower boundary. The arcs that constitute these incomplete circles will be called ornamental, and the edges of the tiles incident with ornamental arcs will be called external. No matter how the remaining tiles are put down (including two on the boundary, at the doors), the non-ornamental arcs on the tiles form a single open curve $\gamma$ connecting the two doors, and a number of closed curves (possibly quite long and winding).


Figure 8.3. Tiling of a porch with tiles of a commercial pattern. The 2-coloring of the nodes is shown only along the boundary, the 2 -coloring of the squares, only near the doors. Tiles on the boundary are placed so that they form a neat sequence of incomplete circles, interrupted only at the two doors. No matter how we put down the tiles in the middle, we get a single curve connecting the two doors, together with a collection of closed curves.

Suppose that we have a sequence of lattice domains $\Omega_{n}$, with the size of tiles tending to zero, so that the domains "tend to" a simply connected domain $\Omega$. Let the two doors (shorter and shorter edges) converge to points $a$ and $b$ on the boundary of $\Omega$.

Let us tile the domains $\Omega_{n}$ randomly, under the boundary conditions as discussed above. There is a complication here: not every tiling has the same probability; we weight each tiling $\mathcal{T}$ with $w(\mathcal{T})=(\sqrt{2})^{\# \text { of closed curves }}$, and choose a tiling with probability proportional to its weight. Some explanation for this strange choice of weights will be forthcoming when we discuss the connection of tilings with the Ising model. We call this probability distribution on tilings the physics distribution (as opposed to the uniform distribution).

Each tiling will define a random door-to-door curve $\gamma_{n}$. It turns out that the distributions of these random curves will tend to a distribution $\Gamma(\Omega, a, b)$ on Jordan curves inside $\Omega$ connecting $a$ and $b$. This is not trivial, but not too surprising so far. The amazing fact is that this limit distribution will be invariant not only under translations (trivial), similarities (a matter of normalization), rotations (nontrivial), but under all conformal transformations! If we have a conformal map $\phi: \Omega \rightarrow \Omega^{\prime}$, and $\gamma$ is a random curve from the distribution $\Gamma(\Omega, a, b)$, then the distribution of $\phi(\gamma)$ is $\Gamma\left(\Omega^{\prime}, \phi(a), \phi(b)\right)$. This result was proved in Smirnov 2010a; see also Smirnov 2010b for a more informal presentation, and Chelkak-Smirnov 2012] for a generalization to planar graphs with a rhombic embedding (a.k.a. isoradial graphs or critical graphs), but also for more details and applications.

To illustrate why this result is surprising, let us consider a very special case: $\Omega$ is the unit disk $\mathbb{D}$, and $a$ and $b$ are diametrically opposite points. The situation looks quite different when the segment $a b$ is horizontal (so parallel to the sides of the tiles), and when it is rotated by some angle. Nevertheless, in the limit the orientation of the lattice plays no role in the limit.

It is not easy to make the above discussion precise. The convergence $\Omega_{n} \rightarrow \Omega$ can be defined in the Carathéodory sense: there are conformal maps $\phi_{n}: \mathbb{D} \rightarrow$ $\Omega_{n}$ and $\phi: \mathbb{D} \rightarrow \Omega$ so that $\phi_{n} \rightarrow \phi$ inside $\mathbb{D}$. The limit distribution of $a$ $b$ curves is much more difficult to define and describe; this needs the theory of stochastic Löwner evolution (SLE) developed by Schramm 2000, Schramm 2007, whose presentation is outside the possibilities of this book.

Let us formulate one consequence of the method that can be formulated, and its proof can be sketched, without invoking the full machinery of SLE. Let us consider a porch with four doors $a, b, c, d$ (in this counterclockwise order). These mean four special edges on the boundary. Assume that the number of edges of the boundary between consecutive doors is even, and that the tiles incident with these edges are fixed so that the vertices at an odd distance from the nearest door are centers of partial circles (Figure 8.4).

If we lay down the remaining tiles arbitrarily, a door-to-door curve $\gamma_{1}$ will start at $a$. It is easy to argue (using parity) that $\gamma_{1}$ must exit the porch either at $b$ or d. Another curve $\gamma_{2}$, disjoint from $\gamma_{1}$, will connect the remaining two doors. This tells us that there are two possibilities, and we may wonder what is the probability that the curve starting at $a$ exits at $b$.

Theorem 8.2. Consider a sequence $\Omega_{n}$ of lattice domains, tending to a simply connected domain $\Omega$. Let $a_{n}, b_{n}, c_{n}, d_{n}$ be four doors on $\Omega_{n}$, and suppose that they tend to four different points $a, b, c, d$ on the boundary of $\Omega$. Then the probability that for a random tiling a door-to-door curve connects $a_{n}$ and $b_{n}$ tends to a value $p(\Omega ; a, b, c, d)$, and this number is conformally invariant: if $\phi: \Omega \rightarrow \Omega^{\prime}$ is a conformal map, then $p(\Omega ; a, b, c, d)=p\left(\Omega^{\prime} ; \phi(a), \phi(b), \phi(c), \phi(d)\right)$.


Figure 8.4. A tiling with four doors.

The proof of this theorem (even in a somewhat sketchy form) will take a lot of preparations, to be done in the Section 8.2.1. But first (to justify the interest in this seemingly quite special question), we discuss its relation to an important problem in statistical physics.
8.1.4. Ising model in the plane. In this most classical model in statistical physics, we consider a lattice domain and its lattice graph $G$, and assume that there is an atom sitting at each node. Assigning to every node of $G$ (every "site") a "state", which can be UP or DOWN, we get a "configuration". The configuration can be described by the set $S$ of atoms in the UP state (Figure 8.5).


Figure 8.5. Three kinds of states in an Ising model: a disordered state, a state close to the homogeneous ground state in the ferromagnetic case, and a state close to the chessboard-like ground state in the antiferromagnetic case.

Two atoms that are adjacent in the grid have an "interaction energy", which depends on their states. In the simplest version of the basic Ising model, the interaction energy depends only on whether or not the atoms are in the same state. Adding the same constant $a$ to the interaction energies shifts the total energy by $a|E|$ independently of the configuration, and such a shift is irrelevant; so we may assume that the interaction energy between atoms in the same state is 0 . Multiplying the other interaction energy by a positive number means only
changing the unit of temperature, so we may assume that the interaction energy between atoms in different states is either $J=1$ or $J=-1$.

The total energy of a given configuration $S$ is

$$
H(S)=J|E(S, V \backslash S)|
$$

Basic physics (going back to Boltzmann) tells us that the system is more likely to be in states with low energy. In formula, the probability of a given configuration is proportional to $e^{-H(S) / T}$, where $T$ is the temperature (from our point of view, just a parameter). Since probabilities must add up to 1 , these values must be normalized:

$$
\mathrm{P}(S)=\frac{e^{-H(S) / T}}{Z}
$$

where the normalizing factor $Z$ is called the partition function of the system. The partition function is simple to describe:

$$
Z=\sum_{S \subseteq V} e^{-H(S) / T}
$$

but the number of terms is enormous, and so partition functions can be very hard to compute or analyze.

The behavior of the system depends very much on the sign of $J$. If $J=1$, then adjacent pairs that are in the same state contribute less to the total energy than those that are in different states, and so the configuration with the lowest energy is attained when all atoms are in the same state. The typical configuration of the system will be close to this, at least as long as the temperature $T$ is small. This is called the ferromagnetic Ising model, because it explains how materials like iron get magnetized. This will be the case we consider in this section. If $J=-1$ (the antiferromagnetic case), then the behavior is different: the chessboard-like pattern minimizes the energy, and no magnetization occurs at any temperature.

One may notice that the temperature $T$ emphasizes the difference between the energy of different configurations when $T \rightarrow 0$ (and de-emphasizes it when $T \rightarrow \infty$ ). In the limit when $T \rightarrow 0$, all the probability will be concentrated on the states with minimum energy, which are called ground states. In the simplest ferromagnetic Ising model, there are two ground states: either all atoms are in state UP, or all of them are in state DOWN. As the temperature increases, disordered states become more likely. The transition from the ordered state to the disordered may be gradual (in dimension 1 ), or it may happen suddenly at a given temperature (in dimensions 2 and higher, for large graphs $G$ ). This temperature is called the critical temperature, and the phenomenon itself, a phase transition.
8.1.5. Porch tiling and the Ising model. Our next goal is to show the connection between the Ising and the porch tiling models. We start with rephrasing the porch tiling model, at least at the critical temperature. Let us draw, for each tile, the diagonal that does not intersect the quarter-circles. The new edges form a subgraph of the union of the two lattice graphs $G_{0}$ and $G_{1}$ on $\mathbb{G}_{0} \cap V$ and $\mathbb{G}_{1} \cap V$. If we specify the subgraph $H_{0}$ on $\mathbb{G}_{0} \cap V$, then the other subgraph $H_{1}$ is determined as the graph of those edges of $G_{1}$ that do not cross the edges of $H_{0}$. So a porch tiling can be specified by a subgraph $H_{0}$ of $G_{0}$ (we keep all nodes).

Note that each connected component of $H_{0}$, as well as each connected component of $H_{1}$, is surrounded by a closed curve of the tiling, except for the connected components containing the two boundary arcs. So the number of closed curves is


Figure 8.6. A porch tiling, and subgraphs of $G_{0}$ and $G_{1}$ surrounded by closed curves.
$c\left(H_{0}\right)+c\left(H_{1}\right)-2$ (recall that $c(H)$ denotes the number of connected components of the graph $H$ ).

The component numbers $c\left(H_{0}\right)$ and $c\left(H_{1}\right)$ are related. Consider the graph $G_{0}$ formed by the black nodes and the diagonals between them. Add a new black node $b$ outside that lattice domain $D$, and connect it to every black node on the boundary. This way we get a planar graph $\widehat{G}_{0}$. The dual of this graph is the graph $\widehat{G}_{1}$ obtained from $G_{1}$ by adding edges crossing the edges incident with $b$. From the graph $H_{0}$ (as defined above) we construct a subgraph $J_{0}$ of $G_{0}$ by adding to it the new node $b$, all edges connecting $b$ to black nodes on the upper arc between the doors, and (say) to the black endnode of the left door. The corresponding subgraph of $G_{1}$ will be obtained from $H_{1}$ by adding all edges of the path connecting consecutive white nodes on the lower arc, and ending at the white endnode of the right door (Figure 8.6). It follows that
(8.1) $\quad c\left(J_{1}\right)=c\left(J_{0}\right)+\left|E\left(J_{0}\right)\right|-\left|V\left(J_{0}\right)\right|+1=c\left(J_{0}\right)+\left|E\left(J_{0}\right)\right|-\left|V\left(G_{0}\right)\right|$
(recall Exercise 2.3). It is also clear that $c\left(J_{0}\right)=c\left(H_{0}\right)$ and $c\left(J_{1}\right)=c\left(H_{1}\right)$, since the additional part simply connects the ornamental centers to the main part.

Let $\ell_{0}$ be the number of black nodes on the lower arc, then $\left|E\left(J_{0}\right)\right|=\left|E\left(H_{0}\right)\right|+$ $\ell_{0}$. Using 8.1), we get that $c\left(H_{1}\right)=c\left(H_{0}\right)+\left|E\left(H_{0}\right)\right|+\ell_{0}-\left|V\left(G_{0}\right)\right|$. Thus the weight we assign to a tiling (to define the physical distribution) is

$$
w(\mathcal{T})=(\sqrt{2})^{\# \text { of closed curves }}=(\sqrt{2})^{c\left(H_{0}\right)+c\left(H_{1}\right)-2} \sim 2^{\left|E\left(H_{0}\right)\right| / 2+c\left(H_{0}\right)}
$$

The fact that Ising model is closely related to the porch tiling model is not obvious, since the Ising model concerns subsets of the nodes, while the tiling model (after the reformulation above) concerns subsets of the edges. To connect the two models, let $G=(V, E)$ be an arbitrary graph (we do not even need planarity for this argument), and let us consider pairs $(S, Y)$, where $S \subseteq V$ and $Y \subseteq E[S] \cup E[V \backslash S]$. Fix a parameter $0<p<1$, and consider a probability distribution on such pairs, where

$$
\mathrm{P}(S, Y) \sim p^{|Y|}(1-p)^{|E \backslash Y|} \sim\left(\frac{p}{1-p}\right)^{|Y|}
$$

(we have to normalize the given values to get a probability distribution). This value is the same for all sets $S$ that are unions of connected components of the graph
$(V, Y)$; the number of such sets is $2^{c(V, Y)}$. If we generate a pair $(S, Y)$ from this distribution and then forget $S$, then we get a probability distribution on subsets of $E$ for which

$$
\mathrm{P}(Y) \sim\left(\frac{p}{1-p}\right)^{|Y|} 2^{c(V, Y)}
$$

The value $p=2-\sqrt{2}$ plays a special role: this corresponds to the critical temperature in the Ising model. In this case, $p /(1-p)=\sqrt{2}$, and so

$$
\mathrm{P}(Y) \sim 2^{|Y| / 2+c(V, Y)}
$$

This is the same probability distribution as coming from the porch tiling model.
On the other hand, let us forget about $Y$. Fixing $S$ and setting $E^{\prime}=E[S] \cup$ $E[V \backslash S]$, we get

$$
\begin{aligned}
\mathrm{P}(S) & \sim \sum_{Y \subseteq E^{\prime}} p^{|Y|}(1-p)^{|E \backslash Y|} \\
& =(1-p)^{|E(S, V \backslash S)|} \sum_{Y \subseteq E^{\prime}} p^{|Y|}(1-p)^{\left|E^{\prime} \backslash Y\right|}=(1-p)^{|E(S, V \backslash S)|}
\end{aligned}
$$

Defining the temperature $T$ so that $1-p=e^{-1 / T}$, we get

$$
\mathrm{P}(S) \sim e^{-|E(S, V \backslash S)| / T}
$$

This is just the probability distribution in the Ising model.

### 8.2. Analytic functions and porch tilings

The remainder of this chapter is devoted to sketching the proof of the conformal invariance of the porch tiling model (a.k.a. the Fortuin-Kasteleyn random cluster model).
8.2.1. A strongly analytic function. We consider a lattice domain $D$, with the acyclic orientation: every edge of $G_{D}$ is oriented from its black endpoint to its white endpoint. We orient the graph $G_{D}^{*}$ (the tangency graph of the squares) in the cyclic sense (the boundary of every black country is a counterclockwise oriented cycle).

Let us start with a simple observation. Tracing the curve $\gamma$ from the left door to the right door, we cross several edges. A different tiling will create a different curve, crossing different edges. However, if an edge is crossed by both curves, it is crossed in the same direction. Indeed, following the curve, we see that every edge is crossed so that its black endpoint is on the right (so every edge is crossed in the same direction as the oriented edges of $G_{D}^{*}$ crossing it).

It is also easy to observe that if we consider a random tiling (say, from the physics distribution, but here we could talk about any distribution), and for an edge $e$ we denote by $p(e)$ the probability that the door-to-door curve crosses $e$, then for the four edges $e_{1}, e_{2}, e_{3}, e_{4}$ of a tile (in this cyclic order), we have

$$
p\left(e_{1}\right)+p\left(e_{3}\right)=p\left(e_{2}\right)+p\left(e_{4}\right)
$$

(since every curve loads $\left\{e_{1}, e_{3}\right\}$ by the same amount as it loads $\left\{e_{2}, e_{4}\right\}$ ). Our main tool below will be a similar relation for the physics distribution even if we assign a "phase" (a unit complex vector) to each crossing.

Let us remove those boundary tiles that contain two ornamental arcs; they play no role. Those tiles that contain one ornamental arc have a fixed orientation, but
their non-ornamental arc can be part of the curve $\gamma$. Let us call them boundary tiles.

We are going to construct a strongly analytic function on the graph $G_{D}^{*}$ of this grid from these tilings. Recall that we define a weight of a tiling as

$$
w(\mathcal{T})=(\sqrt{2})^{\# \text { of closed cycles }}
$$

The total weight, in physical terms the partition function, is $Z=\sum_{\mathcal{T}} w(\mathcal{T})$. The ratio $w(\mathcal{T}) / Z$ gives the probability of the tiling in the physics distribution.

Next, we construct a function on the edges of $G$. Set $\theta=e^{\pi i / 4}=(1+i) / \sqrt{2}$ for convenience. Given a tiling $\mathcal{T}$ (we keep the tiles on the boundary fixed, except for the two tiles in front of the doors), we trace out the curve $\gamma$ connecting the doors, starting (say) at the left door. Along the curve, we count turns with sign: when crossing a tile, we make either a left turn, which counts 1 , or a right turn, which counts -1 . When an edge $e$ is crossed, this tiling $\mathcal{T}$ contributes

$$
\begin{equation*}
f_{\mathcal{T}}(e)=\frac{w(\mathcal{T})}{Z} \theta^{-\# \text { of turns up to } e} \tag{8.2}
\end{equation*}
$$

to the function value of $e$; edges not crossed by $\gamma$ receive no contribution from this tiling.

As pointed out above, the curve $\gamma$ crosses $e$ in the same direction for every tiling $\mathcal{T}$. It follows that $f_{\mathcal{T}}(e)$ is parallel to the same line for all $\mathcal{T} ; f_{\mathcal{T}}(e)$ is real if $e$ is a vertical edge oriented down (in the acyclic orientation), $f_{\mathcal{T}}(e)$ is a real multiple of $\theta$ if $e$ is a horizontal edge oriented right to left etc. We can formalize this as follows: $f_{\mathcal{T}}(u v)$ is parallel to $\sqrt{i(\bar{u}-\bar{v})}$ (when we talk about an edge $u v$, we assume that it is oriented from $u$ to $v$; so in this case $u$ is black and $v$ is white).


Figure 8.7. Directions in the complex plane of the contributions of door-to-door curves to $f$. They are determined by the edge up to the sign.

We define, for every edge $e=u v$,

$$
\begin{equation*}
f(e)=\sum_{\mathcal{T}} f_{\mathcal{T}}(e)=\mathrm{E}\left(\mathbb{1}(e \in \gamma) \theta^{-\# \text { of turns up to } e}\right) \tag{8.3}
\end{equation*}
$$

where the expectation is taken for a random tiling from the physical distribution. By the observations above,

$$
\begin{equation*}
f(u v) \| \sqrt{i(\bar{u}-\bar{v})} \quad \text { and } \quad|f(e)| \leq \mathrm{P}(e \in \gamma) \leq 1 \tag{8.4}
\end{equation*}
$$

Let us consider a tile $S$, and let $e_{1}, e_{2}, e_{3}, e_{4}$ be its edges in counterclockwise order. If $S$ is an internal tile, then we define

$$
\begin{equation*}
g(S)=\frac{1}{2}\left(f\left(e_{1}\right)+f\left(e_{2}\right)+f\left(e_{3}\right)+f\left(e_{4}\right)\right) \tag{8.5}
\end{equation*}
$$

For a boundary tile, we have to modify this definition. We may assume that $e_{1}$ and $e_{2}$ are its internal edges (the other two edges carry no information). We define

$$
\begin{equation*}
g(S)=(2-\sqrt{2})\left(f\left(e_{1}\right)+f\left(e_{2}\right)\right) \tag{8.6}
\end{equation*}
$$

Note that if a door-to-door curve $\gamma$ intersects this tile at all, then it intersects both $e_{1}$ and $e_{2}$. If the tile is on the upper boundary, then $\gamma$ must enter through $e_{1}$ and make a right turn inside. So $f\left(e_{2}\right)=\theta f\left(e_{1}\right)$. For tiles on the lower boundary, the curve crosses $e_{1}$ and $e_{2}$ in the reverse order, but the relation $f\left(e_{2}\right)=\theta f\left(e_{1}\right)$ remains valid.

Lemma 8.3. The function $g$ is strongly analytic on the graph whose nodes are the tile centers, and in which two centers are connected by an edge if the tiles share an internal edge.

Proof. We compare the contributions from a tiling $\mathcal{T}$ and from the tiling $\mathcal{T}^{\prime}$ obtained by rotating an internal tile $S$ by $90^{\circ}$. Let $\gamma$ and $\gamma^{\prime}$ be the door-to-door curves in $\mathcal{T}$ and $\mathcal{T}^{\prime}$, respectively. If $\gamma$ does not cross $S$, then neither does $\gamma^{\prime}$, and all these contributions are 0 . If $\gamma$ crosses $S$, then so does $\gamma^{\prime}$; one of them crosses once, and the other crosses twice (Figure 8.8). Let (say) $\gamma$ cross twice and $\gamma^{\prime}$ cross once. We may assume that $\gamma$ enters $S$ through $e_{1}$. There are still two possibilities to consider, namely whether $\gamma$ turns left or right after entering $S$. We discuss the case of a left turn; the other case is analogous.


Figure 8.8. Rotating a non-boundary tile that is crossed by $\gamma$.

We can express all contributions in terms of $a=f_{\mathcal{T}}\left(e_{1}\right)$ :

$$
f_{\mathcal{T}}\left(e_{2}\right)=\theta a, \quad f_{\mathcal{T}}\left(e_{3}\right)=i a, \quad f_{\mathcal{T}}\left(e_{4}\right)=\bar{\theta} a,
$$

and (since there is one more cycle in $\mathcal{T}^{\prime}$ than in $\mathcal{T}$ )

$$
f_{\mathcal{T}^{\prime}}\left(e_{1}\right)=\sqrt{2} a, \quad f_{\mathcal{T}^{\prime}}\left(e_{2}\right)=\theta \sqrt{2} a, \quad f_{\mathcal{T}^{\prime}}\left(e_{3}\right)=f_{\mathcal{T}^{\prime}}\left(e_{4}\right)=0
$$

Hence

$$
\begin{aligned}
f_{\mathcal{T}}\left(e_{1}\right)+f_{\mathcal{T}^{\prime}}\left(e_{1}\right)=(\sqrt{2}+1) a, & f_{\mathcal{T}}\left(e_{2}\right)+f_{\mathcal{T}^{\prime}}\left(e_{2}\right)
\end{aligned}=(\sqrt{2}+1) \theta a, ~=f_{\mathcal{T}}\left(e_{3}\right)+f_{\mathcal{T}^{\prime}}\left(e_{3}\right)=i a, \quad f_{\mathcal{T}}\left(e_{4}\right)+f_{\mathcal{T}^{\prime}}\left(e_{4}\right)=\bar{\theta} a . ~ \$
$$

Notice that

$$
f_{\mathcal{T}}\left(e_{1}\right)+f_{\mathcal{T}^{\prime}}\left(e_{1}\right)+f_{\mathcal{T}}\left(e_{3}\right)+f_{\mathcal{T}^{\prime}}\left(e_{3}\right)=f_{\mathcal{T}}\left(e_{2}\right)+f_{\mathcal{T}^{\prime}}\left(e_{2}\right)+f_{\mathcal{T}}\left(e_{4}\right)+f_{\mathcal{T}^{\prime}}\left(e_{4}\right) .
$$

Summing over all tilings, we get that

$$
\begin{equation*}
f\left(e_{1}\right)+f\left(e_{3}\right)=f\left(e_{2}\right)+f\left(e_{4}\right)=g(S) \tag{8.7}
\end{equation*}
$$

Consider an edge $e=u v$ of $G$ between two non-boundary tiles $S$ and $S^{\prime}$, so that $S^{\prime}$ is to its left. Let $p_{S}$ and $p_{S^{\prime}}$ denote their centers, and let $s t$ and $x y$ be the edges of $S$ and $S^{\prime}$, respectively, opposite to $u v$. Then

$$
g(S)-g\left(S^{\prime}\right)=(f(s t)+f(u v))-(f(x y)+f(u v))=f(s t)-f(x y)
$$

Since both $f(s t)$ and $f(x y)$ are parallel to $\sqrt{i(\bar{t}-\bar{s})}=\sqrt{i(\bar{y}-\bar{x})}=\sqrt{i(\bar{u}-\bar{v})}=$ $\sqrt{\bar{v}_{S^{\prime}}-\bar{v}_{S}}$, so is their difference: $g(S)-g\left(S^{\prime}\right) \| \sqrt{\bar{v}_{S}-\bar{v}_{S^{\prime}}}$. Similar computation shows that this relation remains valid for edges between a boundary tile and a nonboundary tile, as well as for non-ornamental edges between boundary tiles. This proves that $g$ is strongly analytic.

For the special edge at the left door, we have $f_{\mathcal{T}}(e)=\frac{w(\mathcal{T})}{Z}$, and so $f(e)=1$. The tile $S$ next to the door satisfies $\mathfrak{R}(g(S))=1$.

From the fact that $f\left(e_{1}\right) \perp f\left(e_{3}\right)$ and $f\left(e_{2}\right) \perp f\left(e_{4}\right)$, it follows that 8.7) describes a decomposition of $g(S)$ into the sum of two orthogonal vectors in two different ways. In other words, $f\left(e_{i}\right)$ is the orthogonal projection of $g(S)$ onto the corresponding direction (Figure 8.9. left shows how the values of $f$ on the edges can be expressed if $g(S)$ is given in the standard form). It is easy to check that this relation is also valid for the non-ornamental edges of boundary tiles (the definition of $g$ was adjusted so that this should hold). In particular,

$$
\begin{equation*}
\left|f\left(e_{1}\right)\right|^{2}+\left|f\left(e_{3}\right)\right|^{2}=\left|f\left(e_{2}\right)\right|^{2}+\left|f\left(e_{4}\right)\right|^{2}=|g(S)|^{2} \tag{8.8}
\end{equation*}
$$

for the four edges of an internal tile $S$.


Figure 8.9. Left: the values of the function $f$ on the edges of a lattice square, in terms of the value of $g$. Right: incisions at the ornamental arcs. Only part of the boundary is shown.

For a boundary tile $S$, where $f_{1}$ and $f_{2}$ are its internal edges, we can define $f\left(e_{3}\right)=(\sqrt{2}-1) i f\left(e_{1}\right)$ and $f\left(e_{4}\right)=-(\sqrt{2}-1) i f\left(e_{2}\right)$ for the other two edges. Then $g(S)$ satisfies 8.5). We have to be careful here on two counts: first, this definition of $f\left(e_{3}\right)$ and $f\left(e_{4}\right)$ does not have the same combinatorial meaning as it does for internal edges (which would make these values equal to zero); second, one or even both of the edges $e_{3}$ and $e_{4}$ may be shared by other boundary tiles, and then the values computed from those tiles might be different. It is best to think of making an incision between the two boundary tiles along such edges (or scratch out the grout, if you wish). A boundary node with two (or three) ornamental arcs around it is split into two (or three) separate nodes of degree two (Figure 8.9. right). A tile containing two ornamental arcs will be completely cut off, and it can be discarded, playing no role in the arguments. This domain with incisions will be denoted by $D^{\mathrm{inc}}$, and the corresponding graph by $G^{\mathrm{inc}}=\left(V^{\mathrm{inc}}, E^{\mathrm{inc}}\right)$.

The $f$-values of any two edges of a lattice square $S$ determine the value $g(S)$, as well as the $f$-values of the other two edges of $S$. For two opposite edges, this follows by 8.7). It is not hard to calculate that

$$
\begin{equation*}
g(S)=(1-i) f\left(e_{1}\right)+(1+i) f\left(e_{2}\right) \tag{8.9}
\end{equation*}
$$

and

$$
\begin{equation*}
f\left(e_{3}\right)=-i f\left(e_{1}\right)+(1+i) f\left(e_{2}\right), \quad f\left(e_{4}\right)=(1-i) f\left(e_{1}\right)+i f\left(e_{2}\right) \tag{8.10}
\end{equation*}
$$

For boundary tiles in the graph $G^{\text {inc }}, 8.6$ expresses $g$ as a linear combination of $f\left(e_{1}\right)$ and $f\left(e_{2}\right)$ with different coefficients; nevertheless, these formulas remain valid for these tiles as well (since $f\left(e_{1}\right)$ and $f\left(e_{2}\right)$ are not independent, but related by $f\left(e_{2}\right)=\theta f\left(e_{1}\right)$.

To formulate a further key property of the function $g$, we describe another way of reducing the domain: the "irrelevant fringes" can be removed. To be precise, we cut each boundary tile into two triangles by the diagonal separating the arcs on the tile, and delete the triangle containing the ornamental arc. In particular, we delete all tiles with two ornamental arcs (Figure 8.10). This reduced domain will be denoted by $D^{\text {red }}$, and the corresponding graph by $G^{\text {red }}=\left(V^{\text {red }}, E^{\text {red }}\right)$. Note that the graph $G^{\text {red }}$ is no longer a subgraph of the grid, since the diagonals of the tiles where we have cut them are new (longer) edges on the boundary now; we call these edges diagonal edges. In the 2-coloring of the nodes, let (say) all the nodes on the lower arc be black, and all the nodes on the upper arc be white. We also need to define the orientation of the edges of the boundary arcs: we orient them away from the left door (along the boundary).


Figure 8.10. Cutting off the fringes of a porch tiling.

Lemma 8.4. Let uw be a diagonal boundary edge, obtained from the boundary tile $S$. Then $g(S) \| \sqrt{\bar{w}-\bar{u}}$.

Proof. Let $u w$ be an edge of (say) the upper boundary arc of the porch between the doors, where this boundary arc passes the edge from $u$ to $w$. Let $v$ be the third vertex of the triangle containing $u w$. Then, as we have seen, $f(v w)=\theta f(v u)$, and so

$$
\begin{aligned}
g(S) & \|f(v u)+f(v w)=(1+\theta) f(v u)\|(1+\theta) \sqrt{i(\bar{v}-\bar{u})} \\
& =\sqrt{(1+\theta)^{2} i(\bar{v}-\bar{u})}\|\sqrt{\bar{\theta}(\bar{v}-\bar{u})}\| \sqrt{\bar{w}-\bar{u}} .
\end{aligned}
$$

8.2.2. Guessing the limit. Lemma 8.4 suggests what the limit of the discrete analytic functions $g$ should be when we are looking at tiling the same porch $D$ with smaller and smaller tiles. Let us think of the difference $w-u$ as the "discrete tangent vector" of the domain $D^{\text {red }}$ (following the boundary from the left door to the other one). Then we have a discrete analytic function on $D^{\text {red }}$, whose value is parallel to the square root of the conjugate of the tangent vector on the boundary. What would the continuous analogue of such a property be?

Let $\Omega$ be a simply connected domain in the plane with a smooth (or piecewise smooth) boundary, and let $a$ and $b$ be two points on its boundary. Let $\Phi: \Omega \rightarrow \mathbb{C} \cup$ $\{\infty\}$ be a conformal map that maps $\Omega$ onto the strip $0 \leq \Im(z) \leq 1$, so that $\Phi(a)=$ $-\infty$ and $\Phi(b)=+\infty$. The mapping $\Phi$ is determined only up to an additive real constant, but this will not matter, since we need its derivative $\Phi^{\prime}$ only. Furthermore, since the map is one-to-one, its derivative is not zero in the interior of $\Omega$, and hence $\sqrt{\Phi^{\prime}}$ can be defined choosing the branch of the square root with $\mathfrak{R}\left(\sqrt{\Phi^{\prime}(c)}\right)>0$ for a point $c$ on the counterclockwise lower arc.

Let $\psi=\left(\left.\Phi\right|_{L}\right)^{-1}$, then $\Phi(\psi(s))=s$, and differentiating, we get $\Phi^{\prime}(\psi(s)) \psi^{\prime}(s)=1$. This means that

$$
\Phi^{\prime}(\psi(s))=\frac{1}{\psi^{\prime}(s)}=\frac{1}{\left|\psi^{\prime}(s)\right|^{2}} \overline{\psi^{\prime}(s)},
$$

where $\psi^{\prime}(s)$ is a tangent vector to the domain $\Omega$ at the boundary point $\psi(s)$. Thus

$$
\sqrt{\Phi^{\prime}(\psi(s))}=\frac{1}{\left|\psi^{\prime}(s)\right|} \sqrt{\overline{\psi^{\prime}(s)}} ;
$$

the square root on the right is well defined once we fix its sign at (say) $s=0$ appropriately. This suggests that if $\Omega$ is "close" to $D$, then $\left(\Phi^{\prime}\right)^{1 / 2}$ could be "close" to $g$.

To make this more precise, let $G_{n}(n=1,2, \ldots)$ be the graph of a simply connected lattice domain $D_{n}$ of the lattice $\mathbb{G}_{n}=\varepsilon_{n} \mathbb{G}$, where $\varepsilon_{n} \rightarrow 0$. Assume that $D_{n} \rightarrow \Omega$, where $\Omega$ is a simply connected bounded domain in the plane, and the convergence is in the Carathéodory sense.

Let $f_{n}$ and $g_{n}$ denote the functions defined by 8.3 and 8.5 for the lattice graph $G_{n}$ of $D_{n}$. We can consider $g_{n}(z)$ to be defined on all points $z \in D_{n}$ as the value of $g_{n}$ on the square containing $z$ (ties broken arbitrarily). The main theorem of Smirnov 2010b] and Chelkak-Smirnov 2011] is the following.

Theorem 8.5. With the notation above,

$$
\frac{1}{\sqrt{\varepsilon_{n}}} g_{n} \rightarrow \sqrt{\Phi^{\prime}}
$$

uniformly on every compact subset in the interior of $\Omega$.
The considerations above imply that if the functions $g_{n} / \sqrt{\varepsilon_{n}}$ tend to any function, then this must be analytic and in fact equal to $\sqrt{\Phi^{\prime}}$. But to show that the sequence of functions $g_{n} / \sqrt{\varepsilon_{n}}$ is convergent is highly nontrivial, and it takes careful estimates based on analysis and on the theory of random walks.
8.2.3. An almost harmonic function. The proof of Theorem 8.5 depends on the introduction of an auxiliary function on the nodes, that is "almost" harmonic, and which is interesting on its own right. Equation 8.8 means that the function $|f(e)|^{2}$ is rotation-free (on the edges of the domain $D^{\text {inc }}$, with respect to
the acyclic orientation). Hence it has a potential, which means that there is a function $H: V^{\text {inc }} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
H(v)-H(u)=|f(u v)|^{2} \tag{8.11}
\end{equation*}
$$

for every (oriented) edge $u v \in E^{\text {inc }}$.
The difference of $H$ along a diagonal of a square can be expressed in terms of the function $g$. Let $v$ and $z$ be diametrically opposite vertices of a lattice square $S$, then

$$
\begin{equation*}
H(v)-H(z)=\frac{1}{2} \mathfrak{\Re e}\left((v-z) g(S)^{2}\right) \tag{8.12}
\end{equation*}
$$

This follows by direct computation using 8.9 and 8.10 . It is easy to derive from this an expression for the analytic defect of $H$ :

$$
\begin{equation*}
H\left(v_{1}\right)+i H\left(v_{2}\right)+i^{2} H\left(v_{3}\right)+i^{3} H\left(v_{4}\right)=\frac{i-1}{2} g(S)^{2} \tag{8.13}
\end{equation*}
$$

for every lattice square $\left(v_{1} v_{2} v_{3} v_{4}\right)$ in $D$.
Lemma 8.6. The function $H$ is constant along both boundary arcs of $D^{\text {red }}$.
Proof. Consider a boundary triangle $u v w$, with vertex $v$ at the right angle. Let, say, $v$ be white. Then by the argument in the proof of Lemma 8.4, we have $f(w v)=\theta f(u v)$ or $f(w v)=\bar{\theta} f(u v)$. In both cases,

$$
H(w)-H(u)=H(w)-H(v)+H(v)-H(u)=|f(v w)|^{2}-|f(v u)|^{2}=0
$$

Let us add that the values of $H$ on the upper boundary arc of $D^{\text {red }}$ are one larger than its values on the lower arc of this domain, since $f(u v)=1$ for the edge $u v$ at the left door. Since $H$ is determined only up to an additive constant, we may assume that

$$
H= \begin{cases}1 & \text { on the upper arc of } D^{\mathrm{red}}  \tag{8.14}\\ 0 & \text { on the lower arc of } D^{\mathrm{red}}\end{cases}
$$

It follows from the definition of $H$ that if $u v$ is an edge of $G$ (oriented from $u$ to $v)$, then $H(u) \leq H(v)$.

This function $H$ is not harmonic in general, but it has the following useful weaker property:

Lemma 8.7. Let $v$ be a white internal lattice point, and let $v_{1}, \ldots, v_{4}$ be the lattice points diagonally opposite to $v$ in the squares containing it. Then

$$
H(v) \leq \frac{1}{4}\left(H\left(v_{1}\right)+H\left(v_{2}\right)+H\left(v_{3}\right)+H\left(v_{4}\right)\right)
$$

i.e., $H$ is subharmonic on the white grid graph in the interior of $D$. Analogously, $H$ is superharmonic on the black grid graph in the interior of $D$.

Proof. Let $u_{1}, \ldots, u_{4}$ be (black) neighbors of $v$, and set $f_{k}=f\left(u_{k} v\right)$ (Figure 8.11). It suffices to prove the identity

$$
\begin{equation*}
H\left(v_{1}\right)+H\left(v_{2}\right)+H\left(v_{3}\right)+H\left(v_{4}\right)-4 H(v)=2\left|f_{1}-i f_{2}-f_{3}+i f_{4}\right|^{2} \tag{8.15}
\end{equation*}
$$



Figure 8.11. $H$ is subharmonic.

The proof involves some computation. By 8.10, $f\left(u_{k} v_{k}\right)=-i f_{k+1}+(1+i) f_{k}$, and hence

$$
\begin{aligned}
H\left(v_{k}\right)-H(v) & =H\left(v_{k}\right)-H\left(u_{k}\right)+H\left(u_{k}\right)-H(v)=\left|f\left(u_{k} v\right)\right|^{2}-\left|f\left(u_{k} v_{k}\right)\right|^{2} \\
& =\left|f_{k+1}\right|^{2}+\left|f_{k}\right|^{2}-(1+i) \bar{f}_{k} f_{k+1}-(1-i) f_{k} \bar{f}_{k+1}
\end{aligned}
$$

Note that $f_{k+1} \|(1-i) f_{k}$, and this implies that $(1-i) \bar{f}_{k} f_{k+1}+(1+i) f_{k} \bar{f}_{k+1}=0$, and so we can write

$$
\begin{equation*}
H\left(v_{k}\right)-H(v)=\left|f_{k+1}\right|^{2}+\left|f_{k}\right|^{2}-2 i\left(\bar{f}_{k} f_{k+1}-f_{k} \bar{f}_{k+1}\right) \tag{8.16}
\end{equation*}
$$

On the other hand, expanding $2\left|f_{1}-i f_{2}-f_{3}+i f_{4}\right|^{2}$ we get terms $2\left|f_{k}\right|^{2}$, terms $2 i\left(\bar{f}_{k} f_{k+1}-f_{k} \overline{f_{k+1}}\right)$, and terms containing $\bar{f}_{k} f_{k+2}+f_{k} \bar{f}_{k+2}$, which is zero since $f_{k+2} \| i f_{k}$. So we get the same expression as obtained by adding up the right hand sides of 8.16). This proves the identity (8.15).

A useful consequence of this lemma is that for every node $u$,

$$
\begin{equation*}
0 \leq H(u) \leq 1 \tag{8.17}
\end{equation*}
$$

Indeed, to see e.g. the case when $u$ is black, we notice that it holds true if $u$ is a node on the lower arc of $D^{\text {red }}$ (when $H(u)=0$ ), and also if $u$ is a neighbor of a white node $v$ of the upper arc of $D^{\text {red }}$ (because then $H(u) \leq H(v)=1$ and $\left.H(v)-H(u)=|f(u v)|^{2} \leq 1\right)$. So $H(u) \geq 0$ on all black nodes by its superharmonic property. Similarly, $H(v) \leq 1$ for all white nodes. Finally, if $u$ is a black node, $v$ is a white neighbor of $u$, then $0 \leq H(u) \leq H(v) \leq 1$.

Consider the restriction of $H$ to the black nodes on the boundary of $D^{\text {inc }}$, and extend it to a harmonic function $h_{B}$ on the black grid inside $D^{\text {inc }}$. We define $h_{W}$ analogously. It follows from Lemma 8.7 that $h_{B}(u) \leq H(u)$ for every black node $u$, and $h_{W}(v) \geq H(v)$ for every white node $v$.

Let us add that for a black node $u$, and any (white) neighbor $v$ of $u, H(u) \leq$ $H(v)$ by definition, so (informally) we may have in mind the inequalities

$$
\begin{equation*}
h_{B} \leq\left. H\right|_{B} " \leq\left. " H\right|_{W} \leq h_{W} \tag{8.18}
\end{equation*}
$$

(we have to put quotes around the middle inequality sign, since $\left.H\right|_{B}$ and $\left.H\right|_{W}$ are defined on different sets). The functions $h_{B}$ and $h_{W}$ are harmonic extensions of almost the same values on almost the same sets. So if we can show that $h_{B} \approx h_{W}$ on the boundary, then we will know that $H \approx h_{B}$, so $H$ is approximately harmonic.
8.2.4. Sketch of the proof of Theorem 8.5. Let $H_{n}$ denote the function defined by 8.11) and 8.14 for the graph $G_{n}$, and define $h_{B, n}$ and $h_{W, n}$ analogously.

First, it suffices to prove that there is a subsequence of the sequence ( $G_{n}: n=$ $1,2, \ldots$ ) for which the convergence holds as claimed in the theorem. This follows by a standard "subsequential limit" argument.

Second, there is a subsequence for which $g_{n} / \sqrt{\varepsilon_{n}}$ converges, uniformly in the interior of $\Omega$, to some function $g: \Omega \rightarrow \mathbb{Z}$, and also $H_{n}, h_{B, n}$ and $h_{W, n}$ converge to appropriate functions $\widehat{H}, \widehat{h}_{B}, \widehat{h}_{W}: \Omega \rightarrow \mathbb{R}$. (This step takes some careful estimates of harmonic and sub/superhamonic functions on the grid, for which we refer to the papers of Chelkak and Smirnov.) From the fact that the functions $g_{n}$ are discrete analytic, it follows that $g$ is analytic (in the classical sense). Using (8.14) and 8.18) (in an exact quantitative form), one can prove that $\widehat{H}=\widehat{h}_{B}=\widehat{h}_{W}$, and it is a harmonic function (in the analysis sense). Furthermore, the boundary values of $\widehat{H}$ are 0 on the lower $a-b$ arc of $\partial \Omega$ and 1 on the upper $a-b$ arc.

Third, notice that the function $\Im(\Phi)$ (where $\Phi$ is defined in Section 8.2.2) has the same properties: it is harmonic, 0 on the lower arc, and 1 on the upper arc. It follows that $\widehat{H}=\Im(\Phi)$ and so

$$
H_{n} \rightarrow \Im(\Phi)
$$

in the interior of $\Omega$.
Fourth, 8.12 implies that for any node $u$ and any path $P=\left(u_{0}, \ldots, u_{k}=u\right)$ in $G_{B}$ connecting $u$ to a (black) node $u_{0}$ on the lower arc, we have

$$
\begin{equation*}
H_{n}(u)=\frac{1}{2} \sum_{j=1}^{k} \mathfrak{R}\left(\frac{u_{j}-u_{j-1}}{\sqrt{2} \varepsilon_{n}} g_{n}\left(S_{j}\right)^{2}\right)=\frac{1}{2 \sqrt{2}} \mathfrak{R}\left(\sum_{j=1}^{k}\left(u_{j}-u_{j-1}\right)\left(\frac{g_{n}\left(S_{j}\right)}{\sqrt{\varepsilon_{n}}}\right)^{2}\right) \tag{8.19}
\end{equation*}
$$

where $S_{j}$ is the lattice square with diagonal $u_{j-1} u_{j}$. The sum on the right is an approximation of the integral of $g_{n}^{2} / \varepsilon_{n}$ along $P$ (taking into account that the lattice $\varepsilon_{n} \mathcal{G}_{0}$ has edge length $\sqrt{2} \varepsilon_{n}$ ). it follows that

$$
H_{n}(u) \rightarrow \frac{1}{2} \mathfrak{R}\left(\int_{v}^{u} g(z)^{2} d z\right)
$$

where $v$ is any point on the lower arc. So it follows that

$$
\mathfrak{R}\left(\frac{1}{2} \int_{v}^{u} g(z)^{2} d z-i \Phi(u)\right)=0 .
$$

Since the function in the large parenthesis is analytic, we can conclude that not only its real part is zero, but so is the function itself:

$$
\frac{1}{2} \int_{v}^{u} g(z)^{2} d z=i \Phi(u)
$$

Differentiating and taking square roots, we get the theorem.
8.2.5. Sketch of the proof of Theorem 8.2. Let us add a curve $\xi$ on the outside connecting doors $a$ and $b$ (Figure 8.12). For every tiling, there will be a unique curve from door $c$ to door $d$, which may or may not go through $\xi$. In fact, it goes through $\xi$ if and only if the door-to-door curves of the tiling (without $\xi$ ) match $a$ with $c$ and $b$ with $d$. The arguments above can be extended to the porch with the additional curve to show that the probability that the door-to-door curve goes through $\xi$ is conform invariant.


Figure 8.12.
Exercise 8.1. A lattice domain with the same number of black and white squares can be domino tiled unless there are two boundary vertices $x, y$ whose distance in the reduced dual graph is less than their height difference.
Exercise 8.2. Let $v$ and $z$ be diametrically opposite vertices of a lattice square $S$. Prove that $H(v)-H(z)=\frac{1}{2} \mathfrak{R}\left((v-z) g(S)^{2}\right)$.
Exercise 8.3. Let $e_{1}, \ldots, e_{4}$ be the edges incident with a lattice point in the interior of $D$, and let $S_{1}, \ldots, S_{4}$ be the squares incident with it. Prove that

$$
\left|g\left(S_{1}\right)\right|^{2}+\cdots+\left|g\left(S_{4}\right)\right|^{2} \leq 2\left(\left|f\left(e_{1}\right)\right|^{2}+\cdots+\left|f\left(e_{4}\right)\right|^{2}\right)
$$

## CHAPTER 9

## Adjacency Matrix and its Square

In the previous chapters, the vector-labelings we considered were mostly in low dimensions, and planar graphs played the major role. Now we turn to representations in higher dimensions, where planarity plays no role, or at most a little role.

Perhaps the easiest nontrivial way of assigning a vector to each node is to use the corresponding column of the adjacency matrix. Even this easy construction has some applications, and we will discuss one of them.

However, somewhat surprisingly, it turns out that a more interesting vectorlabeling can be obtained by using the columns of the square of the adjacency matrix. This construction is related to the Regularity Lemma of Szemerédi, one of the most important tools of graph theory, and it leads to reasonably efficient algorithms to construct (weak) regularity partitions.

### 9.1. Neighborhoods, rank and size

If we know the rank of the adjacency matrix of a graph, how large can the graph be? Obviously we have to make some assumption, since we can replace any node by an arbitrary number of twins without increasing the rank of the adjacency matrix. However, if we exclude twins, then the question becomes meaningful.

An almost trivial answer is given by the following argument. Let $r=\operatorname{rk}\left(A_{G}\right)$ be the rank of the adjacency matrix of the simple graph $G$ (we will call this number simply the the rank of $G$ ), and let (say) the first $r$ columns of the adjacency matrix form a basis of the column space. Two rows that agree in their first $r$ positions will agree everywhere, which is impossible if there are no twins. So the initial $r$-tuples of rows will be all different, and hence there are at most $2^{r}$ rows.

This argument works over any field, and no better bound can be given over $G F(2)$, for example (see Exercise 9.2 . However, over the real field we can use geometry, not just linear algebra, and prove a substantially better (almost optimal) bound Kotlov-Lovász 1996.

Theorem 9.1. Let $G$ be a twin-free graph on $n$ nodes of rank $r$. Then $n=O\left(2^{r / 2}\right)$.
Before turning to the proof, we recall a result from discrete geometry. The kissing number $s(d)$ is the largest integer $N$ such that there are $N$ nonoverlapping unit balls touching a given unit ball in $\mathbb{R}^{d}$. For $d=2$, it is easy to see that this number is 6 , but the 3 -dimensional case is already difficult: whether the 3 dimensional kissing number is 12 or 13 was the subject of a famous debate between Isaac Newton and David Gregory in the 17-th century (the fact that $s(3)=12$ was not proved in a watertight way until [Schütte-v.d.Waerden 1953]).

The exact value of $s(d)$ is only known for a few other small dimensions, but the following bound, which follows from tighter estimates

Kabatjanskiǐ-Levenštein 1978, will be enough for us:

$$
\begin{equation*}
s(d)=O\left(2^{d / 2}\right) \tag{9.1}
\end{equation*}
$$

In other words, every set of more than $s(d)$ vectors in $\mathbb{R}^{d}$ contains two vectors such that angle between them is less than $\pi / 3$. This theorem has an almost immediate consequence for graphs with low rank adjacency matrices:

Lemma 9.2. If a graph $G$ of rank $r$ has $n>s(r+1)$ nodes, than it has two nodes $i$ and $j$ such that $|N(i) \triangle N(j)|<n / 4$.

Proof. Let $\mathbf{a}_{i}$ denote the column of $A_{G}$ corresponding to $i \in V$, and let $\mathbf{u}_{i}=$ $\mathbb{1}-2 \mathbf{a}_{i}$. Clearly the vectors $\mathbf{u}_{i}$ are $\pm 1$-vectors, which belong to an (at most) $(r+1)$ dimensional subspace. Applying the kissing number bound to the vectors $\mathbf{u}_{i}$, we get that there are two vectors $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ forming an angle less than $\pi / 3$. For two $\pm 1$ vectors, this means that $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ differ in fewer than $n / 4$ positions. The vectors $\mathbf{a}_{i}$ and $\mathbf{a}_{j}$ also differ in these positions only.

We also need a couple of simple facts about twins. Recall that they cannot be adjacent. If we delete a node from a graph $G$ that has a twin, then the rank of the graph is not changed. Furthermore, no new twins are created: if a pair $i, j$ of remaining nodes is distinguished by some node $u$ of $G$ having a twin $v$, and if $u$ is deleted, then $v$ still distinguishes $i$ and $j$.

Lemma 9.3. Let $G$ be a graph rank $r$. (a) If $i$ and $j$ (nonadjacent) nodes of $G$ that are twins in an induced subgraph $H$, but not in $G$, then $\operatorname{rk}(H) \leq r-2$. (b) If $i$ and $j$ are adjacent nodes in $G$ and no node of a $X \subseteq V \backslash\{i, j\}$ distinguishes $i$ and $j$, then $\operatorname{rk}(G[X]) \leq r-1$.

Proof. (a) The matrix $A_{G}$ must contain a column that distinguishes rows $i$ and $j$, and so it is not in the linear span of the columns in $X$. Adding this column to $A_{H}$ increases its rank. Adding the corresponding row increases the rank further. (b) The columns corresponding to $X$ have the same entry in rows $i$ and $j$, but column $i$ has different entries in these positions, and so these columns cannot generate column $i$. So the rank of these columns is at most $r-1$, which implies that $\operatorname{rk}(G[X]) \leq r-1$.

Proof of Theorem 9.1. To facilitate the proof by induction on $r$, we set $f(r)=C 2^{r / 2}-16$, where the constant $C>16$ is chosen so that $s(r+1) \leq f(r)$ for all $r$. The statement we prove is that $n \leq f(r)$ for every twin-free graph on $n$ nodes and of rank $r$. For $r=1,2,3$ this is easily checked. So we may suppose that $r>3$.

If $|N(i) \triangle N(j)| \geq n / 4$ for all pairs of nodes, then Lemma 9.2 implies that $n \leq s(r+1)<f(r)$. So we may assume that there are two nodes $i$ and $j$ such that $|N(i) \triangle N(j)|<n / 4$. The set $X=V \backslash(N(i) \triangle N(j))$ does not distinguish $i$ and $j$, and hence by Lemma $9.3, \operatorname{rk}(G[X]) \leq r-1$.

The rest of the proof is a somewhat lengthy argument combining graphs and matrices; geometric representation has done its job. We want to find an induced subgraph that is twin-free and lower rank, so that we can apply induction.

Let $G[Z]$ be a largest induced subgraph of $G$ with $\operatorname{rk}(G[Z]) \leq r-1$. Since $X$ induces such a subgraph, we have

$$
\begin{equation*}
|Z| \geq|X|>\frac{3}{4} n \tag{9.2}
\end{equation*}
$$

If $G[Z]$ is twin-free, then by the induction hypothesis applied to $G[Z]$,

$$
n<\frac{4}{3}|Z| \leq \frac{4}{3} f(r-1)<f(r)
$$

So we may assume that $G[Z]$ has twins. By Lemma 9.3, we have the stronger bound $\operatorname{rk}(G[Z]) \leq r-2$.

Let $u \in V \backslash Z$. By the maximality of $Z$, we must have $\operatorname{rk}(G[Z \cup\{u\}])=r$, and hence $G[Z \cup\{u\}]$ must be twin-free. This implies that $u$ must distinguish every twin pair in $Z$; in other words, $u$ is connected to exactly one member of every such pair. This in particular implies that $G[Z]$ does not have three mutually twin nodes. Let $T$ be the set of nodes that are twins in $G[Z]$ and are adjacent to $u$, and let $T^{\prime}$ be the set of twins of nodes of $T$. Let $U=Z \backslash\left(T \cup T^{\prime}\right)$.

Next consider any $v \in V \backslash Z$ different form $u$. We claim that it is either connected to all of nodes in $T$ and none in $T^{\prime}$, or the other way around. Row $v$ of $A_{G}$ is a linear combination of rows corresponding to $Z$ and $u$; let, say, the coefficient of row $u$ in this linear combination be positive. Then for every twin pair $\{i, j\}$ (where $i \in T$ and $j \in T^{\prime}$ ) we have $a_{u i}>a_{u j}$, but (by the definition of twins) $a_{w i}=a_{w j}$ for all $w \in Z$, and hence $a_{v i}>a_{v j}$. This means that $v$ is adjacent to $i$, but not to $j$, and so we get that $v$ is adjacent to all nodes of $T$ but not to any node of $T^{\prime}$.

Thus we have a decomposition $V \backslash Z=Y \cup Y^{\prime}$, where every node of $Y$ is connected to all nodes of $T$ but to no node of $T^{\prime}$, and for nodes in $Y^{\prime}$, the other way around. So $G$ has the structure in Figure 9.1.


Figure 9.1. Node sets in the proof of Theorem 9.1. Dashed arrows indicate twins in $G[Z]$.

The graph $G[T \cup U]$ is obtained from $G[Z]$ by deleting one member of each twin-pair, hence it is twin-free. Since $\operatorname{rk}(G[T \cup U])=\operatorname{rk}(G[Z]) \leq r-2$, we can apply the induction hypothesis to get

$$
\begin{equation*}
|T|+|U| \leq f(r-2) \tag{9.3}
\end{equation*}
$$

If $\left|Y \cup Y^{\prime}\right| \leq 16$, then

$$
n=2|T|+|U|+\left|Y \cup Y^{\prime}\right| \leq 2 f(r-2)+16=f(r)
$$

and we are done. So we may assume that (say) $\left|Y^{\prime}\right|>8$. Since the rows in $Y^{\prime}$ are all different, this implies that they form a submatrix of rank at least 4. Using that in their columns corresponding to $T$ these rows have zeros, we see that the matrix formed by the rows in $Y^{\prime} \cup T$ has rank at least $\operatorname{rk}(G[T])+4$. This implies that $\operatorname{rk}(G[T]) \leq r-4$.

If $G[T]$ is twin-free, then we can apply induction:

$$
\begin{equation*}
|T| \leq f(r-4) \tag{9.4}
\end{equation*}
$$

Using $9.2,9.3$ and 9.4 , we get that

$$
n<\frac{4}{3}|Z|=\frac{4}{3}(2|T|+|U|) \leq \frac{4}{3}(f(r-2)+f(r-4))<f(r)
$$

So we may assume that $G[T]$ is not twin-free. Any twins in $G[T]$ remain twins in $G \backslash U$ : no node in $T^{\prime}$ can distinguish them (because its twin does not), and no node in $Y \cup Y^{\prime}$ can distinguish them, as we have seen. So $G \backslash U$ is not twin-free, and hence $\operatorname{rk}(G \backslash U) \leq r-2$ by Lemma 9.3 . By the maximality of $Z$, we have $|V \backslash U| \leq|Z|$. Using (9.3), this gives

$$
n \leq|Z|+|U|=2|T|+2|U| \leq 2 f(r-2)<f(r)
$$

The bound in Theorem 9.1 is sharp up to the constant. (This shows that even though the bound on the kissing number could be improved, this would not give an improvement of the whole argument.) Let us define a sequence of graphs $G_{r}$ recursively: Let $G_{1}=K_{2}$, and given $G_{r}(r \geq 2)$, let $G_{r+1}$ be obtained from $G_{r}$ by doubling each node (creating $\left|V\left(G_{r}\right)\right|$ pairs of twins), adding a new node, and connecting it to one member of each twin pair. It is easy to see by induction that $G_{r}$ is twin-free, $\left|V\left(G_{r}\right)\right|=3 \cdot 2^{r-1}-1$, and $\operatorname{rk}\left(A_{G_{r}}\right)=2 r$.

As a corollary, we get that if the rank of the adjacency matrix of a simple graph (which may have twins) is $r$, then its chromatic number is at most $f(r)$. This argument can be refined Kotlov 2000 to prove a better upper bound of $\chi(G)=$ $\left.O\left(r(4 / 3)^{r}\right)\right)$. It was conjectured van Nuffelen 1976 that $\chi(G) \leq r$ for every graph $G$, but this was disproved Alon-Seymour 1989; the worst example known so far Nisan-Wigderson 1984, gives a sequence of graphs with $\chi(G)=\Omega\left(2^{(\log r)^{1.09 \ldots}}\right)$.

### 9.2. Regularity partitions

9.2.1. Regularity Lemmas. In order to formulate this application of geometric representations, we have to include a little introduction to regularity lemmas. The original Regularity Lemma Szemerédi 1975, Szemerédi 1978 has been the key to many proofs in extremal graph theory, graph algorithms, number theory, the theory of graph limits, and more; the range of its applications is so broad that we do not attempt to describe any of them in this book. It has formulations not only in graph theory but in analysis and information theory as well, and its applications often depend on different versions of the Lemma, which are not equivalent. Stronger versions have been proved Alon at al. 2000, Tao 2006, Lovász-Szegedy 2007. Another version is weaker than the original but gives much better error bounds Frieze-Kannan 1993, and this is the version we will be dealing with in this section.

Let $G$ be a graph on $n$ nodes. For two sets $S, T \subseteq V$, let $e_{G}(S, T)$ denote the number of edges $i j \in E$ with $i \in S$ and $j \in T$. We do not assume here that $S$ and $T$ are disjoint; edges induced by $S \cap T$ should be counted twice. We also use this notation in the case when $G$ is edge-weighted, when the weights of edges connecting $S$ and $T$ should be added up. (An unweighted edge can be considered as an edge with weight 1.)

We come to an important definition of this section, introduced by Frieze-Kannan 1993]. We define, for two edge-weighted graphs $G$ and $H$ on the
same set $V$ of $n$ nodes, their cut-distance by

$$
d_{\square}(G, H)=\frac{1}{n^{2}} \max _{S, T \subseteq V}\left|e_{G}(S, T)-e_{H}(S, T)\right|
$$

This is, of course, not the only way to define a meaningful distance between two graphs; for example, the edit distance $|E(G) \triangle E(H)|$ is often used. For us the cutdistance, which measures a certain global similarity, will be more important. Note that the normalization guarantees that $0 \leq d_{\square}(G, H)<1$ for any two simple graphs $G$ and $H$. It is straightforward to check that $d_{\square}$ satisfies the triangle inequality.
Remark 9.4. One may wonder why we divide by $n^{2}$, and why not by $|S||T|$, which would also guarantee that the distance of two simple graphs is at most one. It is not hard to see that in this case the maximum would be attained when $|S|=|T|=1$, and the distance would be 0 if the two graphs are identical, and 1 otherwise.

Remark 9.5. The notion of the cut-distance can be modified to apply to graphs that are not defined on the same node set; they may even have different number of nodes. We don't need these extensions in this book; see Lovász 2012 for a detailed discussion and applications.

Let $\mathcal{P}=\left\{V_{1}, \ldots, V_{k}\right\}$ be a partition of $V$ into nonempty sets. We define the edge-weighted graph $G_{\mathcal{P}}$ on $V$ by taking the complete graph and weighting its edge $u v$ by $e_{G}\left(V_{i}, V_{j}\right) /\left(\left|V_{i}\right|\left|V_{j}\right|\right)$ if $u \in V_{i}$ and $v \in V_{j}$. The case $i=j$ takes some care: we then count edges twice, so $e_{G}\left(V_{i}, V_{i}\right)=2\left|E\left(G\left[V_{i}\right]\right)\right|$, and we include the case $u=v$, so $G_{\mathcal{P}}$ will have loops. Informally, $G_{\mathcal{P}}$ is obtained by averaging the adjacency matrix over sets $V_{i} \times V_{j}$.

The Regularity Lemma says, roughly speaking, that the node set of every graph has a partition $\mathcal{P}$ into a "small" number of classes such that $G_{\mathcal{P}}$ is "close" to $G$. Figure 9.2 shows a schematic explanation of the Regularity Lemma.


Figure 9.2. Left: adjacency matrix of a graph $G$, where 1's are replaced by black squares, and 0's, by white squares. Right: similar representation of $G_{\mathcal{P}}$ for a 3-partition $\mathcal{P}$. The partition is a regularity partition if the submatrix in (almost) every rectangle $V_{i} \times V_{j}$ is random-like.

Lemma 9.6 (Weak Regularity Lemma). For every simple graph $G$ and every $k \geq 1$, the node set $V$ has a partition $\mathcal{P}$ into $k$ classes such that

$$
d_{\square}\left(G, G_{\mathcal{P}}\right) \leq \frac{4}{\sqrt{\log k}}
$$

The main point here (and in subsequent related results) is that the error bound on the right tends to 0 as $k \rightarrow \infty$, independently of the graph.

A proof of this lemma will follow from its matrix form (Lemma 9.7). We do not require here that $\mathcal{P}$ be an equitable partition. It is not hard to see, however, that this version implies that there is also a $k$-partition in which all partition classes are almost equal (in the sense that each class has $\lfloor n / k\rfloor$ or $\lceil n / k\rceil$ elements), and which satisfies the same inequality as in the lemma, just we have to double the error bound.
9.2.2. Cut norm. It will be useful to reformulate the Regularity Lemma in terms of matrices, and for this, we need to define norms on the space of $n \times n$ matrices. For $S, T \subseteq[n]$, we define the special matrix $\mathbb{1}_{S \times T}$ by

$$
\left(\mathbb{1}_{S \times T}\right)_{i, j}= \begin{cases}1, & \text { if } i \in S \text { and } j \in T, \\ 0, & \text { otherwise }\end{cases}
$$

This is a 0-1 matrix of rank 1 . For a matrix $M \in \mathbb{R}^{n \times n}$ and $S, T \subseteq[n]$, we define

$$
M(S, T)=\sum_{i \in S, j \in T} M_{i, j}=M \cdot \mathbb{1}_{S \times T}
$$

Now we come to defining various norms on matrices. We need the standard Frobenius norm:

$$
\|M\|_{2}=\left(\sum_{i, j=1}^{n} M_{i, j}^{2}\right)^{1 / 2}
$$

The cut-norm is less standard, and is used mostly in combinatorics. It is defined as follows:

$$
\begin{equation*}
\|M\|_{\square}=\max _{S, T \subseteq[n]}\left|M \cdot \mathbb{1}_{S \times T}\right|=\max _{S, T \subseteq[n]}|M(S, T)| \tag{9.5}
\end{equation*}
$$

It is easy to verify that this is indeed a norm (most importantly, it satisfies the triangle inequality). Applying this notation to the adjacency matrices of two graphs $G$ and $H$ on the same set of $n$ nodes, we get

$$
d_{\square}(G, H)=\frac{1}{n^{2}}\left\|A_{G}-A_{H}\right\|_{\square} .
$$

There are many alternative ways to define the cut-norm, or norms that are closely related. (The proofs are left to the reader as exercises.) We could define it by

$$
\begin{equation*}
\|M\|_{\square}=\max \left\{\left|x^{\top} M y\right|: x, y \in[0,1]^{n}\right\} . \tag{9.6}
\end{equation*}
$$

If we maximize instead over all vectors in $[-1,1]^{n}$, we obtain a norm that may be different, but only by a factor of 4 :

$$
\begin{equation*}
\|M\|_{\square} \leq \max \left\{\left|x^{\top} M y\right|: x, y \in[-1,1]^{n}\right\} \leq 4\|M\|_{\square} . \tag{9.7}
\end{equation*}
$$

It will be useful to state the upper bound here in a form valid for all vectors $x, y \in \mathbb{R}^{n}$ :

$$
\begin{equation*}
\left|x^{\top} M y\right| \leq 4\|M\|_{\square}|x|_{\infty}|y|_{\infty} \tag{9.8}
\end{equation*}
$$

We can also play with the sets $S$ and $T$ in the definition, without changing the value too much. For example,

$$
\begin{align*}
& \frac{1}{4}\|M\|_{\square} \leq \max _{S \subseteq[n]} M(S, S) \leq\|M\|_{\square}  \tag{9.9}\\
& \frac{1}{4}\|M\|_{\square} \leq \max _{|S|,|T| \geq n / 2} M(S, T) \leq\|M\|_{\square}  \tag{9.10}\\
& \frac{1}{4}\|M\|_{\square} \leq \max _{T=[n] \backslash S} M(S, T) \leq\|M\|_{\square} \tag{9.11}
\end{align*}
$$

(The last formula is the origin of the name "cut norm", since the edges counted form a cut in the graph.)
9.2.3. Averaging. For a partition $\mathcal{P}=\left\{V_{1}, \ldots, V_{k}\right\}$ of [ $n$ ], vector $x \in \mathbb{R}^{n}$, and matrix $M \in \mathbb{R}^{n \times n}$, we define the vector $x_{\mathcal{P}}$ and matrix $M_{\mathcal{P}} \in \mathbb{R}^{n \times n}$ by

$$
\left(x_{\mathcal{P}}\right)_{u}=\frac{x\left(V_{i}\right)}{\left|V_{i}\right|} \quad \text { and } \quad\left(M_{\mathcal{P}}\right)_{u, v}=\frac{M\left(V_{i}, V_{j}\right)}{\left|V_{i}\right|\left|V_{j}\right|} \quad\left(u \in V_{i}, v \in V_{j}\right)
$$

In words, the matrix $M_{\mathcal{P}}$ is obtained by averaging the entries of $M$ over every block $V_{i} \times V_{j}$ (and analogously for $x_{\mathcal{P}}$ ). If $A$ is the adjacency matrix of a simple graph $G$, then $A_{\mathcal{P}}$ is the weighted adjacency matrix of $G_{\mathcal{P}}$.

Let us say that $B \in \mathbb{R}^{n \times n}$ is a $\mathcal{P}$-matrix, if $B$ is constant on every block $V_{i} \times V_{j}$, i.e., $B_{\mathcal{P}}=B$. Then the operator $M \mapsto M_{\mathcal{P}}$ is the orthogonal projection of $\mathbb{R}^{n \times n}$ to the linear space of $\mathcal{P}$-matrices. This operator is symmetric and idempotent:

$$
M_{\mathcal{P}} \cdot N=M \cdot N_{\mathcal{P}}=M_{\mathcal{P}} \cdot N_{\mathcal{P}}, \quad\left(M_{\mathcal{P}}\right)_{\mathcal{P}}=M_{\mathcal{P}}
$$

With respect to many matrix norms, it is also contractive:

$$
\begin{equation*}
\left\|M_{\mathcal{P}}\right\|_{2} \leq\|M\|_{2}, \quad \text { and } \quad\left\|M_{\mathcal{P}}\right\|_{\square} \leq\|M\|_{\square} \tag{9.12}
\end{equation*}
$$

(The latter inequality takes some work to prove, see Exercise 9.5.)
9.2.4. The Weak Regularity Lemma. Using the cut norm and this averaging operator, we can re-state the Weak Regularity Lemma. In fact, we state it in three versions, to make the proof easier to follow.
Lemma 9.7. Let $M \in \mathbb{R}^{n \times n}$.
(a) For every $r \geq 1$ there are $2 r$ sets $S_{1}, \ldots, S_{r}, T_{1}, \ldots, T_{r} \subseteq[n]$ and $r$ real numbers $a_{i}$ such that

$$
\left\|M-\sum_{i=1}^{r} a_{i} \mathbb{1}_{S_{i} \times T_{i}}^{\top}\right\|_{\square} \leq \frac{1}{\sqrt{r}}\|M\|_{2}
$$

(b) For every $k \geq 2$ there is a partition $\mathcal{P}$ of $[n]$ into $k$ classes for which

$$
\left\|M-M_{\mathcal{P}}\right\|_{\square} \leq \frac{4}{\sqrt{\log k}}\|M\|_{2}
$$

(c) For every $k \geq 2$ there is a partition $\mathcal{P}$ of $[n]$ into $k$ classes, and a $\mathcal{P}$-matrix B, for which

$$
\|M-B\|_{\square} \leq \frac{2}{\sqrt{\log k}}\|M\|_{2}
$$

Lemma 9.7(a) gives a low-rank approximation of $M$. The important fact about version (a) of the lemma is that the number of terms $r$ and the error bound $1 / \sqrt{r}$ are polynomially related. The order of magnitude of the errors cannot be improved (see Exercise 9.10).

Proof. We start with proving (a). Let $S, T \subseteq[n]$ be two nonempty sets such that $\|M\|_{\square}=|M(S, T)|$. For every real number $a$, we have

$$
\begin{aligned}
\left\|M-a \mathbb{1}_{S \times T}\right\|_{2}^{2} & =\|M\|^{2}+a^{2}\left\|\mathbb{1}_{S \times T}\right\|_{2}^{2}-2 a M \cdot \mathbb{1}_{S \times T} \\
& =\|M\|^{2}+a^{2}|S||T|-2 a M(S, T)
\end{aligned}
$$

which is minimized when $a=M(S, T) /(|S||T|)$, and for this choice

$$
\begin{equation*}
\left\|M-a \mathbb{1}_{S \times T}\right\|_{2}^{2}=\|M\|^{2}-\frac{1}{|S||T|} M(S, T)^{2} \leq\|M\|_{2}^{2}-\|M\|_{\square}^{2} \tag{9.13}
\end{equation*}
$$

Repeated application of this inequality gives a sequence of matrices

$$
M_{r}=M-\sum_{i=1}^{r} a_{i} \mathbb{1}_{S_{i} \times T_{i}}
$$

where

$$
\left\|M_{r}\right\|_{2}^{2} \leq\|M\|_{2}^{2}-\sum_{j=0}^{r-1}\left\|M_{j}\right\|_{\square}^{2}
$$

Since the left side is nonnegative, there must be an index $j \leq r-1$ for which

$$
\left\|M_{j}\right\|_{\square}^{2}=\left|M-\sum_{i=1}^{j} a_{i} \mathbb{1}_{S_{i} \times T_{i}}\right|_{\square}^{2} \leq \frac{1}{r}\|M\|_{2}^{2}
$$

Replacing the remaining coefficients $a_{j+1}, \ldots, a_{r-1}$ by 0 , we get the decomposition in (a).

Next we prove (c). Consider the decomposition as in (a) with $r=\lfloor(\log k) / 2\rfloor$, and let $\mathcal{P}$ be the partition into the atoms of the Boolean algebra generated by all the sets $S_{i}$ and $T_{i}$. Then $|\mathcal{P}| \leq 2^{2 r} \leq k$, and the $\mathcal{P}$-matrix $B=\sum_{i=1}^{r} a_{i} \mathbb{1}_{S_{i} \times T_{i}}$ satisfies

$$
\|M-B\|_{\square} \leq \frac{1}{\sqrt{r}}\|M\|_{2} \leq \frac{2}{\sqrt{\log k}}\|M\|_{2}
$$

(This last step holds for $k \geq 4$; for $k=2,3$ we can just take $B=0$.)
To prove (b), we use 9.12 ) and the fact that $B_{\mathcal{P}}=B$ :

$$
\begin{aligned}
\left\|M-M_{\mathcal{P}}\right\|_{\square} & \leq\|M-B\|_{\square}+\left\|B-M_{\mathcal{P}}\right\|_{\square}=\|M-B\|_{\square}+\left\|B_{\mathcal{P}}-M_{\mathcal{P}}\right\|_{\square} \\
& =\|M-B\|_{\square}+\left\|(B-M)_{\mathcal{P}}\right\|_{\square} \leq 2\|M-B\|_{\square} .
\end{aligned}
$$

Remark 9.8. In (a), one could require in addition that $\sum_{i} a_{i}^{2} \leq 4$, at the cost of increasing the error bound to $(4 / \sqrt{r})\|M\|_{2}$. The trick is to use the maximizing sets in 9.10 .

Remark 9.9. The original Regularity Lemma measures the error of the approximation $A \approx A_{\mathcal{P}}$ differently. Again there are several versions, closest to ours is the following: For a matrix $M \in \mathbb{R}^{n \times n}$ and partition $\mathcal{P}=\left\{V_{1}, \ldots, V_{k}\right\}$ of [ $n$ ], and for every $1 \leq i, j \leq k$, we choose the sets $S_{i j} \subseteq V_{i}$ and $T_{i j} \subseteq V_{j}$ maximizing the "local
error" $\left|\left(M-M_{\mathcal{P}}\right)\left(S_{i j}, T_{i j}\right)\right|$. The "total error" is the sum of these, normalized as before:

$$
e(\mathcal{P})=\frac{1}{n^{2}} \sum_{i, j=1}^{k}\left|\left(M-M_{\mathcal{P}}\right)\left(S_{i j}, T_{i j}\right)\right|
$$

Appropriate modification of the proof above gives the following: There is a partition $\mathcal{P}$ of $[n]$ into $k$ classes for which

$$
e(\mathcal{P})=O\left(\frac{1}{\sqrt{\log ^{*} k}}\right)
$$

(Here $\log ^{*} k$ is a very slowly decreasing function, defined as the number of times we have to apply the $\log$ function to $k$ to get a negative number.) This bound is also known to be best possible up to a constant factor Conlon-Fox 2012, [Fox-L.M.Lovász 2014].

### 9.3. A-squared representation

9.3.1. Voronoi cells and regularity partitions. Now we are ready to tie regularity partitions to geometric representations. We define the $A$-squared representation of a graph $G$ as the map $i \mapsto \mathbf{u}_{i}$, where $\mathbf{u}_{i}=A^{2} \mathbf{e}_{i}$ is the column of $A^{2}$ corresponding to node $i$ (where $A=A_{G}$ is the adjacency matrix of $G$ ). Squaring the matrix seems unnatural, but it is crucial. We define the 2-neighborhood distance of two nodes by

$$
\mathrm{d}_{2}(s, t)=\frac{1}{n^{3 / 2}}\left|\mathbf{u}_{s}-\mathbf{u}_{t}\right|
$$

This normalization guarantees that the distance of any two nodes is at most 1 . We need further notation: For a nonempty set $S \subseteq V$, we consider the average distance from $S$ :

$$
\overline{\mathrm{d}_{2}}(S)=\frac{1}{n} \sum_{i \in V} \mathrm{~d}_{2}(i, S)=\frac{1}{n} \sum_{i \in V} \min _{j \in S} \mathrm{~d}_{2}(i, j)
$$

Example 9.10. To illustrate the substantial difference between the vector representations by the columns of the adjacency matrix and by the columns of its square, let us consider a random graph with a very simple structure: Let $V=V_{1} \cup V_{2}$, where $\left|V_{1}\right|=\left|V_{2}\right|=n / 2$, and let any node in $V_{1}$ be connected to any node in $V_{2}$ with probability $1 / 2$. With high probability, the distance between any two columns of the adjacency matrix is of the order $\sqrt{n}$ (approximately $\sqrt{n} / \sqrt{2}$ for two nodes in different classes, and $\sqrt{n} / 2$ for two nodes in the same class). But if we square the matrix, the distance of two columns in different classes will be approximately $n^{3 / 2} / 8$, while for two columns in the same class it will be $O\left(n^{5 / 4}\right)$. With the normalization above, the two classes will be collapsed to single points (asymptotically), but the distance of these two points will remain constant. So the 2-neighborhood distance reflects the structure of the graph very nicely!

Example 9.11. Let $G$ be obtained by selecting $n$ random points on the $d$ dimensional unit sphere $S^{d}$, and connecting two of these points $x$ and $y$ if $\measuredangle(x, y) \leq 90^{\circ}$. Then with high probability $\mathrm{d}_{2}(x, y) \sim \sqrt{d} \measuredangle(x, y)$. So, even if we don't use any information except the graph structure, the 2-neighborhood distance of nodes is, up to a little perturbation tending to 0 as $n \rightarrow \infty$, is proportional to the geometric distance of the original points on the sphere. In other words, the

A-squared representation is the very high dimension $n$ is almost isometric with the $d$-dimensional representation we started with.

One may object that this is due to the very special construction of the graph. However, we can modify it an connect any two points depending on their distance, just making sure that we will have an edge density bounded away from both 0 and 1.

Another objection can be that the same conclusion would hold (with an even simpler proof) for the 1-neighborhood distance. We can further generalize the construction, by connecting two nodes randomly, where the probability of connecting them is an arbitrary continuous function of their distance. (Decisions about connecting pairs of nodes must be made independently, and as before, we have to choose this function so that we get an edge density bounded away from 0 and 1.) In this case the 1-neighborhood distance between two nodes will be of constant order even if the original points are close on the sphere.

This graph can be used to show that the bound in the Weak Regularity Lemma 9.6 is sharp, up to a constant factor. This will follow from Theorem 9.12 (b) below, noticing that for any subset $S$ of $k=2^{d}$ points on $S^{d}$, at least half of the surface will be at a distance larger that $1 / \sqrt{d}$ from $S$.

The following connection between Voronoi diagrams and regularity partitions was proved in Lovász-Szegedy 2007 (in a somewhat weaker form).

Theorem 9.12. Let $G$ be a simple graph, and let $\mathrm{d}_{2}(.,$.$) be its 2-neighborhood$ distance.
(a) The Voronoi cells of a nonempty set $S \subseteq V$ define a partition $\mathcal{P}$ of $V$ such that $d_{\square}\left(G, G_{\mathcal{P}}\right) \leq 2 \overline{\mathrm{~d}_{2}}(S)^{1 / 2}$.
(b) For every partition $\mathcal{P}=\left\{V_{1}, \ldots, V_{k}\right\}$ we can select elements $s_{i} \in V_{i}$ so that $S=\left\{s_{1}, \ldots, s_{k}\right\}$ satisfies $\overline{\mathrm{d}_{2}}(S) \leq 4 d_{\square}\left(G, G_{\mathcal{P}}\right)^{1 / 2}$.

Proof. In both parts of the proof we work with linear algebra, using the adjacency matrix $A=A_{G}$. In both parts we consider a particular partition $\mathcal{P}=\left\{V_{1}, \ldots, V_{k}\right\}$. We will be interested in the "error" matrix $R=A-A_{\mathcal{P}}$, for which $\|R\|_{\square}=n^{2} d_{\square}\left(G, G_{\mathcal{P}}\right)$.
(a) Let $S=\left\{s_{1}, \ldots, s_{k}\right\}$, let $\mathcal{P}=\left\{V_{1}, \ldots, V_{k}\right\}$ be the partition of $V$ defined by the Voronoi cells of $S$ (where $s_{i} \in V_{i}$ ), and let $\phi(v)=s_{t}$ for $v \in V_{t}$. To bound $\|R\|_{\square}$, we use 9.9):

$$
\|R\|_{\square}=\max _{x, y \in\{0,1\}^{V}}\left|x^{\top} R y\right| .
$$

Let $x, y$ be the maximizers on the right, and let $\widehat{x}=x-x_{\mathcal{P}}$ and $\widehat{y}=y-y_{\mathcal{P}}$. The crucial equation is

$$
x^{\top} R y=x^{\top} A y-x^{\top} A_{\mathcal{P}} y=x^{\top} A y-x_{\mathcal{P}}^{\top} A y_{\mathcal{P}}=x^{\top} A \widehat{y}+\widehat{x}^{\top} A y_{\mathcal{P}}
$$

which implies that

$$
\begin{equation*}
\left|x^{\top} R y\right| \leq|x||A \widehat{y}|+\left|y_{\mathcal{P}}\right||A \widehat{x}| \leq n^{1 / 2}(|A \widehat{x}|+|A \widehat{y}|) \tag{9.14}
\end{equation*}
$$

To connect with the A-squared representation $\mathbf{u}$, we use that

$$
A^{2} \widehat{y}=\sum_{v} \widehat{y}_{v} \mathbf{u}_{v}=\sum_{v} \widehat{y}_{v}\left(\mathbf{u}_{v}-\mathbf{u}_{\phi(v)}\right)
$$

(since $\sum_{v \in V_{t}} \widehat{y}_{v}=0$ for every partition class $V_{i}$ ). The fact that we have a Voronoi partition means that $\left|\mathbf{u}_{v}-\mathbf{u}_{\phi(v)}\right|=n^{3 / 2} \mathrm{~d}_{2}(v, S)$ for every node $v$. Hence

$$
\left|A^{2} \widehat{y}\right| \leq \sum_{v}\left|\widehat{y}_{v} \| \mathbf{u}_{v}-\mathbf{u}_{\phi(v)}\right| \leq \sum_{v}\left|\mathbf{u}_{v}-\mathbf{u}_{\phi(v)}\right|=n^{3 / 2} \sum_{v} \mathrm{~d}_{2}(v, S)=n^{5 / 2} \overline{\mathrm{~d}_{2}}(S)
$$

and

$$
|A \widehat{y}|^{2}=\widehat{y}^{\top} A^{2} \widehat{y} \leq|\widehat{y}|\left|A^{2} \widehat{y}\right| \leq n^{1 / 2} n^{5 / 2} \overline{\mathrm{~d}_{2}}(S)=n^{3} \overline{\mathrm{~d}_{2}}(S)
$$

We get the same upper bound for $|A \widehat{x}|$. Combining with 9.14 , we get

$$
d_{\square}\left(G, G_{\mathcal{P}}\right)=\frac{1}{n^{2}}\left|x^{\mathrm{T}} R y\right| \leq \frac{1}{n^{3 / 2}}(|A \widehat{x}|+|A \widehat{y}|) \leq 2 \overline{\mathrm{~d}_{2}}(S)^{1 / 2}
$$

(b) Let $i, j$ be two nodes in the same partition class of $\mathcal{P}$, then $A_{\mathcal{P}} e_{i}=A_{\mathcal{P}} e_{j}$, and hence $A\left(e_{i}-e_{j}\right)=R\left(e_{i}-e_{j}\right)$. Thus

$$
\left.\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|=\mid A^{2} e_{i}-A^{2} e_{j}\right)\left|=\left|A R\left(e_{i}-e_{j}\right)\right| \leq\left|A R e_{i}\right|+\left|A R e_{j}\right|\right.
$$

For every set $V_{t} \in \mathcal{P}$, choose a point $s_{t} \in V_{t}$ for which $\left|A R e_{j}\right|$ is minimized over $j \in V_{t}$ by $j=s_{t}$, let $S=\left\{s_{1}, \ldots, s_{k}\right\}$, and let $\phi(i)=s_{t}$ for $i \in V_{t}$. Then

$$
\left|\mathbf{u}_{i}-\mathbf{u}_{\phi(i)}\right| \leq\left|A R_{i}\right|+\left|A \operatorname{Re}_{\phi(i)}\right| \leq 2\left|A \operatorname{Re}_{i}\right|
$$

and using the Cauchy-Schwarz Inequality,

$$
\begin{align*}
\overline{\mathrm{d}_{2}}(S) & =\frac{1}{n} \sum_{i \in V} \mathrm{~d}_{2}(i, S) \leq \frac{1}{n} \sum_{i \in V} \mathrm{~d}_{2}(i, \phi(i))=\frac{1}{n^{5 / 2}} \sum_{i \in V}\left|\mathbf{u}_{i}-\mathbf{u}_{\phi(i)}\right|  \tag{9.15}\\
& \leq \frac{2}{n^{5 / 2}} \sum_{i \in V}\left|A R e_{i}\right| \leq \frac{2}{n^{2}}\left(\sum_{i \in V}\left|A R e_{i}\right|^{2}\right)^{1 / 2}
\end{align*}
$$

Here by 9.8,

$$
\begin{aligned}
\sum_{i \in V}\left|A R e_{i}\right|^{2} & =\operatorname{tr}(R A A R)=\operatorname{tr}(A R R A)=\sum_{i \in V}\left(e_{i}^{\top} A\right) R\left(R A e_{i}\right) \\
& \leq 4\|R\|_{\square} \sum_{i \in V}\left|A e_{i}\right|_{\infty}\left|R A e_{i}\right|_{\infty} \leq 4 n^{2}\|R\|_{\square}
\end{aligned}
$$

and so by 9.15 ,

$$
\overline{\mathrm{d}_{2}}(S) \leq \frac{4}{n}\|R\|_{\square}^{1 / 2}=4 d_{\square}\left(G, G_{\mathcal{P}}\right)^{1 / 2} .
$$

Combining Theorem 9.12 with the Weak Regularity Lemma, it follows that every graph has an "average representative set" in the following sense.

Corollary 9.13. For every simple graph $G$ and every $k \geq 1$, there is a set $S \subseteq V$ of $k$ nodes such that $\overline{\mathrm{d}_{2}}(S) \leq 8 /(\log k)^{1 / 4}$.
Remark 9.14. In Lovász 2012, a version of Theorem 9.12 was formulated using the $\ell_{1}$-distance between the representing points rather than the $\ell_{2}$ (Euclidean) distance. This gives a sharper result in the sense that we don't have to take the square root in (b); as a consequence, we get $4 /(\log k)^{1 / 2}$ instead of $8 /(\log k)^{1 / 4}$ in Corollary 9.13 On the other hand, the Voronoi diagram is much nicer, and more efficiently computable, for the Euclidean distance (recall Figure 2.10).

Remark 9.15. Theorem 9.12 suggests to define the dimension of a family $\mathcal{G}$ of graphs as the infimum of real numbers $d>0$ for which the following holds: for every $\varepsilon>0$ and $G \in \mathcal{G}$ the node set of $G$ can be partitioned into a set of at most $\varepsilon|V(G)|$ nodes and into at most $\varepsilon^{-d}$ sets of $d_{2}$-diameter at most $\varepsilon$. (This number $d$ can be infinite.) In the cases when the graphs have a natural dimensionality, this dimension tends to give the right value (recall Example 9.11).
Remark 9.16. It would be tempting to reverse the above treatment: prove Corollary 9.13 by some more direct geometric argument, and then use Theorem 9.12 to prove the (weak) Regularity Lemma. However, a direct proof of Corollary 9.13 has been elusive so far.

Remark 9.17. Does Corollary 9.13 remain valid if we want to find a set of $k$ nodes such that the maximum distance from the set, rather than the average distance, can be bounded uniformly by a function of $k$ tending to zero as $k \rightarrow \infty$ ? Alon (unpublished) proved that the answer is in the affirmative, if we consider the $\ell_{1}$ distance instead of the Euclidean distance in the A-square representation, and allow a slightly weaker bound of $O((\log \log k) / \sqrt{\log k})$ for the distance from the $k$-set (see LLovász 2012 for a proof). It is not known at this time whether an analogous statement remains true for the Euclidean distance. Again, a geometric proof would be very desirable.
9.3.2. Algorithms for nets and regularity partitions. The results above can be applied to the computation of (weak) regularity partitions in the property testing model for dense graphs. This topic is treated in detail in Lovász 2012, so we only sketch the model and the application.

We need to survey some notions and elementary arguments about packing and covering. Let $\varepsilon>0$. A set of nodes $S \subseteq V$ is an $\varepsilon$-cover, if $\mathrm{d}_{2}(v, S) \leq \varepsilon$ for every point $v \in V$. (Here, as usual, $\mathrm{d}_{2}(v, S)=\min _{s \in S} \mathrm{~d}_{2}(s, v)$.) We say that $S$ is an $\varepsilon$-packing, if $\mathrm{d}_{2}(u, v) \geq \varepsilon$ for every $u, v \in S$. An $\varepsilon$-net is a set that is both an $\varepsilon$-packing and an $\varepsilon$-cover. It is clear that a maximal $\varepsilon$-packing must be an $\varepsilon$-cover (and so, and $\varepsilon$-net). It is clear that if $S$ is an $\varepsilon$-cover, then the Voronoi cells of $S$ have diameter at most $2 \varepsilon$.

An average $\varepsilon$-cover is a set $S \subseteq V$ such that $\sum_{v \in V} \mathrm{~d}_{2}(v, S) \leq \varepsilon n$. An average $\varepsilon$-net is an average $(2 \varepsilon)$-cover that is also an $\varepsilon$-packing. (It is useful to allow this relaxation by a factor of 2 here.) For every average $\varepsilon$-cover, a maximal subset that is an $\varepsilon$-packing is an average $\varepsilon$-net. Corollary 9.13 implies that every graph has an average $\varepsilon$-net with $K(\varepsilon)=2^{O\left(1 / \varepsilon^{2}\right)}$ elements.

We will need the following simple lemma.
Lemma 9.18. Let $T, S \subseteq V$. Then there is a subset $S^{\prime} \subseteq S$ such that $\left|S^{\prime}\right| \leq|T|$ and $\bar{d}\left(S^{\prime}\right) \leq \bar{d}(S)+2 \bar{d}(T)$.

Proof. For every point in $T$ choose a nearest point of $S$, and let $S^{\prime}$ be the set of points chosen this way. Clearly $\left|S^{\prime}\right| \leq|T|$. For every $x \in V$, let $y \in S$ and $z \in T$ be the points nearest to $x$. Then $\mathrm{d}_{2}(z, S) \leq \mathrm{d}_{2}(z, y) \leq \mathrm{d}_{2}(x, z)+$ $\mathrm{d}_{2}(x, y)=\mathrm{d}_{2}(x, T)+\mathrm{d}_{2}(x, S)$, and hence, by its definition, $S^{\prime}$ contains a point $y^{\prime}$ with $\mathrm{d}_{2}\left(z, y^{\prime}\right) \leq \mathrm{d}_{2}(x, T)+\mathrm{d}_{2}(x, S)$. Hence

$$
\mathrm{d}_{2}\left(x, S^{\prime}\right) \leq \mathrm{d}_{2}\left(x, y^{\prime}\right) \leq \mathrm{d}_{2}(x, z)+\mathrm{d}_{2}\left(z, y^{\prime}\right) \leq 2 \mathrm{~d}_{2}(x, T)+\mathrm{d}_{2}(x, S)
$$

Averaging over $x$, the lemma follows.

Now we turn to algorithms. We assume, as before, that we can generate independent, uniformly distributed random points from $V$. The 2-neighborhood metric

$$
\begin{aligned}
\mathrm{d}_{2}(i, j)^{2} & =\frac{1}{n^{2}}\left|A^{2}\left(e_{i}-e_{j}\right)\right|=\frac{1}{n^{3}} \sum_{k}\left|\left(A^{2}\right)_{i k}-\left(A^{2}\right)_{j k}\right|^{2} \\
& =\frac{1}{n^{3}} \sum_{k}\left|\sum_{r}\left(A_{i r}-A_{j r}\right) A_{r k}\right|^{2}
\end{aligned}
$$

(where $A$ is the adjacency matrix of the graph $G$ ) can be written as

$$
\mathrm{d}_{2}(i, j)=\mathrm{E}_{k}\left|\mathrm{E}_{r}\left(\left(A_{i r}-A_{j r}\right) A_{r k}\right)\right|^{2}
$$

where $k$ and $r$ are chosen randomly and uniformly from $V$. This shows that we can approximately compute $\mathrm{d}_{2}(i, j)$ by random sampling from $V$. (We suppress the analysis using Laws of Large Numbers and concentration inequalities.)

How to construct $\varepsilon$-nets? If $V$ is not too large, then we can go through the nodes in any order, and build up the $\varepsilon$-net $S$, by adding a new node $v$ to $S$ if $\mathrm{d}_{2}(v, S) \geq \varepsilon$. In other words, $S$ is a greedily selected maximal $\varepsilon$-packing, and therefore an $\varepsilon$-net.

Average $\varepsilon$-nets can be constructed by a simple randomized algorithm even if $V$ is large. We build up $S$ randomly: at each step we generate a new random node, and add it to $S$ if its distance from $S$ is at least $\varepsilon$ (otherwise, we throw it away). For some pre-specified $A \geq 1$, we stop if for $A / \varepsilon$ consecutive steps no new point has been added to $S$. The set $S$ formed this way is trivially an $\varepsilon$-packing, but not necessarily maximal. However, it is likely to be an average ( $2 \varepsilon$ )-cover. Indeed, let $t$ be the number of points $x$ with $\mathrm{d}_{2}(x, S)>\varepsilon$. These points are at distance at most 1 from $S$, and hence

$$
\sum_{x \in V} \mathrm{~d}_{2}(x, S) \leq(n-t) \varepsilon+t<n \varepsilon+t
$$

So if $S$ is not an average $(2 \varepsilon)$-cover, then $t>\varepsilon n$. The probability that we have not hit this set for $A / \varepsilon$ steps is

$$
\left(1-\frac{t}{n}\right)^{A / \varepsilon}<e^{-\frac{t A}{n \varepsilon}}<e^{-A}
$$

The time cost of this algorithm is at most $K(\varepsilon) A / \varepsilon$.
We can modify this procedure to find an almost optimal average $O(\varepsilon)$-cover. Consider the smallest average $\varepsilon$-cover $T$ (we do not know which points belong to $T$, of course). Suppose that we can construct a (possibly much larger) average $2 \varepsilon$ cover $S$ by the procedure described above. By Lemma 9.18, $S$ contains an average $(3 \varepsilon)$-cover $S^{\prime}$ of size $\left|S^{\prime}\right| \leq|T|$.

How to find this subset of $S$ ? We can try all $|T|$-subsets of $S$. This clearly inefficient last step is nevertheless useful: In $2^{O(K(\varepsilon))}$ (randomized) time, we can construct a set that is an average $(3 \varepsilon)$-cover with probability $1-\varepsilon$. (The point is that the time bound depends only on $\varepsilon$, not on the size of $V$.)

Once this set $S$ is computed, we can consider the task of computing a weak regularity partition solved: by Theorem 9.12 , we can take the Voronoi cells of the set $S$, with respect to the metric $d$, as the classes of this partition. This partition $\mathcal{P}$ satisfies $d_{\square}\left(G, G_{\mathcal{P}}\right) \leq 8 \varepsilon^{1 / 2}$.

Note, however, that "computing the partition $\mathcal{P}$ " does not mean that we compute a list of all nodes, specifying the partition class it belongs to: we assume that the graph is very large, so such a list would be too long. What we want is a way to
determine about any given node which partition class it belongs to, in other words, which element of $S$ is closest to it. Since the metric $d$ is computable by sampling, this can be done in the property testing model. (Of course, using sampling we can only compute an approximation of the metric $d$, with high probability. We do not discuss the issue of estimating the errors here.)
Remark 9.19. The considerations in Section 9.3 .2 work in general for every metric, assuming that we have an upper bound on the size of an $\varepsilon$-packing.

Exercise 9.1. Find all twin-free simple graphs with rank at most 4.
Exercise 9.2. Show that for every even $r \geq 2$, there is a twin-free simple graph on $2^{r-1}$ nodes whose adjacency matrix has rank $r$ over $G F(2)$.
Exercise 9.3. Prove that every graph on $n$ nodes contains two nodes $i$ and $j$ with $|N(i) \triangle N(j)|<n / 2$. Show that this bound is best possible.
Exercise 9.4. Let $G_{1}$ and $G_{2}$ be two independently generated random graphs on the same set $V$ of nodes, obtained by connecting any two elements of $V$ with probability $1 / 2$, independently for different pairs. Prove that with high probability, $d_{\square}\left(G_{1}, G_{2}\right)=o(1)$.
Exercise 9.5. Prove 9.12 . Prove that similar inequality holds for any matrix norm that is invariant under reordering of the rows and columns.
Exercise 9.6. Let $M$ be a real $n \times n$ matrix, and define $\|M\|_{1}=\sum_{i, j=1}^{n}\left|M_{i j}\right|$. (a) Prove that $\|M\|_{1} \leq 2 n\|M\|_{\square}$. (b) Prove that $\|M\|_{1} \leq 2 \sqrt{n}\|M\|_{\square}$.

Exercise 9.7. If a metric space has an $\varepsilon$-cover with $N$ elements, then no ( $2 \varepsilon$ )packing can have more than $N$ elements.
Exercise 9.8. Every $\varepsilon$-cover of a metric space has a subset that is both an $\varepsilon$ packing and a $(2 \varepsilon)$-cover.
Exercise 9.9. Let $(V, d)$ be a finite metric space and let $T$ and $S$ be $\varepsilon$-covers. Then there is a subset $S^{\prime} \subseteq S$ such that $\left|S^{\prime}\right| \leq|T|$ and $S^{\prime}$ is a ( $4 \varepsilon$ )-cover.
Exercise 9.10. Let $S^{d}$ denote the $d$-dimensional unit sphere. Let $V$ be a random subset of $S^{d}$ with $|V|=n$, where we let $n \rightarrow \infty$ in the statements below. Connect two points of $V$ if their spherical distance is larger than $\pi / 2$, to get a graph $G$. (a) Prove that with high probability, $\left(A_{G}^{2}\right)_{u v} \sim \measuredangle(u, v) / 2 \pi$ for all $u, v \in V$. (b) Prove that with high probability, $\mathrm{d}_{2}(u, v)=\Omega(\measuredangle(u, v) / \sqrt{d})$ for all $u, v \in V$. (c) Prove that with high probability, every set $S \subseteq V$ with $\bar{d}(S) \leq 1 /(8 \sqrt{d})$ has at least $2^{d}$ elements. (d) Prove that with high probability, every partition $\mathcal{P}$ for which $d_{\square}\left(G, G_{\mathcal{P}}\right) \leq 1 /(64 \sqrt{d})$ has at least $2^{d}$ classes.
Exercise 9.11. Describe how to solve the maximum cut problem in the property testing model in the following sense: There is a randomized algorithm $\mathcal{A}$ which, given a graph $G$, an error bound $\varepsilon>0$, and a node $v \in V$, returns LEFT or RIGHT. For a fixed $G$ and $\varepsilon$, the partition into nodes found on the LEFT and nodes found on the RIGHT determine a cut containing at least $(1-\varepsilon)$ times as many edges as the maximum cut. All this happens with probability $1-\varepsilon$, and the computation time is bounded by a function of $\varepsilon$.

## CHAPTER 10

## Orthogonal Representations: Dimension

We have used orthogonal representations, (labelings of the nodes by vectors in which nonadjacent nodes are labeled by orthogonal vectors of graphs) in Section 1.4 of the Introduction. In this and the next chapter we study them from two different aspects. One can be concerned with the smallest dimension in which such a representation exists, or with representations that are "economical" in some other sense. It turns out that orthogonal representations are related to a number of fundamental properties of graphs, like connectivity, tree-width, stability number and chromatic number.

Perhaps the most natural way to be "economic" in constructing an orthogonal representation is to minimize the dimension, which will be the main topic of this chapter. We can say only a little about the minimum dimension of orthogonal representations overall, but we get interesting results if we impose "nondegeneracy" conditions. We will study three nondegeneracy conditions: general position, faithfulness, and transversality.

### 10.1. Basics

An orthogonal representation of a simple graph $G$ in $\mathbb{R}^{d}$ assigns to each $i \in$ $V$ a vector $\mathbf{u}_{i} \in \mathbb{R}^{d}$ such that $\mathbf{u}_{i}^{\top} \mathbf{u}_{j}=0$ whenever $i j \in \bar{E}$. An orthonormal representation is an orthogonal representation in which all the representing vectors have unit length. Clearly we can always scale the nonzero vectors in an orthogonal representation to unit length, and zero vectors (which are orthogonal to everything) can be either excluded or ignored in most cases.

There is something arbitrary in requiring that nonadjacent nodes be represented by orthogonal vectors; why not adjacent nodes? We use here the more standard convention, but sometimes we need to talk about an orthogonal representation of the complement, which we also call a dual orthogonal representation.

Note that we did not insist that adjacent nodes are mapped onto nonorthogonal vectors. If this condition also holds, then we call the orthogonal representation faithful.

Example 10.1. For $d=1$, the vector labels are just real numbers $u_{i}$, and the constraints $u_{i} u_{j}=0(i j \in \bar{E})$ mean that no two nodes labeled by nonzero numbers are adjacent; in other words, the support of $u$ is a stable set of nodes. Scaling the nonzero numbers to 1 , we obtain incidence vectors of stable sets. (The connection between stable sets and orthonormal representations in higher dimension will be the central topic of the next chapter.)

Since very simple problems about stable sets are NP-hard (for example, their maximum size), this example should warn us that orthogonal representations can be very complex.

Example 10.2. Every graph has a trivial orthonormal representation in $\mathbb{R}^{V}$, in which node $i$ is represented by the standard basis vector $\mathbf{e}_{i}$. This representation is not faithful unless the graph has no edges. However, it is easy to perturb this representation to make it faithful. Of course, we are interested in "nontrivial" orthogonal representations, which are more "economical" than this trivial one.

Example 10.3. Every graph $G$ has a faithful orthogonal representation in $\mathbb{R}^{E}$, in which we label a node by the indicator vector of the set of edges incident with it. It is perhaps natural to expect that this simple representation will be rather "uneconomical" for most purposes.

Example 10.4. Figure 10.1 below shows a simple orthogonal representation in 2 dimensions of the graph obtained by adding a diagonal to the pentagon.


Figure 10.1. An (almost) trivial orthogonal representation

Example 10.5. The previous example can be generalized. In an orthogonal representation, we can label a set of nodes with the same nonzero vector if and only if these nodes form a clique. Let $k=\chi(\bar{G})$ (the chromatic number of the complement of $G$ ), then there is a family $\left\{B_{1}, \ldots, B_{k}\right\}$ of disjoint complete subgraphs covering all the nodes. Mapping every node of $B_{i}$ to $\mathbf{e}_{i}(i=1, \ldots, k)$ is an orthonormal representation.

Example 10.6. In the introduction we have seen an orthogonal representation with a more interesting geometric content. The previous example gives an orthogonal representation of $C_{5}$ in 3 -space (Figure 10.2 , left). The "umbrella" representation defined in the introduction gives another orthogonal representation of the graph $C_{5}$ in 3 -space.


Figure 10.2. The graph $C_{5}$ and two orthonormal representations of it.

Example 10.7. Let $L$ be the Laplacian of a graph $G$, and let $\mathbf{u}_{i}(i \in V)$ be the columns of the matrix $L^{1 / 2}$. Then $\mathbf{u}_{i}^{\top} \mathbf{u}_{j}=L_{i j}$, and hence $\mathbf{u}$ is a faithful orthogonal representation of $G$.

### 10.2. Minimum dimension of orthonormal representations

Our first topic is to construct orthogonal representations in a dimension as low as possible. Of course, we can represent every node by the zero vector, to get an orthogonal representation in dimension 0 . So we come to a very weak nondegeneracy assumption: we exclude zero vectors. Nonzero vectors can be normalized to unit vectors, so in other words, we want to study the minimum dimension in which a given graph $G$ has an orthonormal representation. It is trivial that this dimension is at least $\alpha(G)$, since we have to use at least $\alpha(G)$ mutually orthogonal vector labels. The construction in Example 10.5 shows that this minimum dimension is at most $\chi(\bar{G})$.

The minimum dimension of an orthonormal representation is (loosely) tied to the chromatic number of the complement. Let us consider the (infinite) graph $H_{d}$, whose nodes are all unit vectors in $\mathbb{R}^{d}$, two of them being adjacent if and only if the vectors are orthogonal. The chromatic number of this graph is not known precisely, but (for large $d$ ) rather good bounds follow from the results of Larman-Rogers 1972 (upper bound) and Frankl-Wilson 1981], improved by Raigorodsky 2012 . Not stating the most precise bounds, the following will suffice for us:

$$
\begin{equation*}
1.2^{d} \leq \chi\left(H_{d}\right) \leq 4^{d} \tag{10.1}
\end{equation*}
$$

Using this, it will be easy to prove the following.
Proposition 10.8. The minimum dimension $d$ in which a graph $G$ has an orthonormal representation satisfies

$$
\frac{1}{2} \log \chi(\bar{G}) \leq d \leq \chi(\bar{G})
$$

Proof. We have already shown the upper bound. On the other hand, any orthonormal representation of $G$ in $\mathbb{R}^{d}$ gives a homomorphism $\bar{G} \rightarrow H_{d}$, and hence

$$
\chi(\bar{G}) \leq \chi\left(H_{d}\right) \leq 4^{d}
$$

proving the lower bound in the proposition.

The bounds above are essentially tight. The theorem of Erdős-de Bruijn 1951 implies that $H_{d}$ has a finite subgraph $H$ with $\chi(H)=\chi\left(H_{d}\right) \geq 1.2^{d}$, showing that the lower bound is tight up to a constant factor. The graph with $d$ nodes and no edges shows the tightness of the upper bound.

Stated in a different language, Rosenfeld 1991] proved that no triangle-free graph with $n$ nodes can have an orthonormal representation in dimension less than $n / 2$ (this is clearly tight, for example, for a complete bipartite graph; see Exercise 10.3 . The case of general clique number was considered in Füredi-Stanley 1992 and Alon-Szegedy 1999, but the upper and lower bounds are rather far apart.

### 10.3. General position and connectivity

The first nontrivial nondegeneracy condition we study is general position: we assume that any $d$ of the representing vectors in $\mathbb{R}^{d}$ are linearly independent. This implies that neither one of them is the zero vector. Another way of expressing this property is that every subset of the vectors is either linearly independent or spans the whole space.

The main result to be presented in this section Lovász-Saks-Schrijver 1989 finds an exact condition for this type of geometric representability.

Theorem 10.9. A graph $G$ has an orthogonal representation in $\mathbb{R}^{d}$ in general position if and only if $G$ is $(n-d)$-connected.

It is useful to remark that a graph is $(n-d)$-connected if and only if its complement does not contain a complete bipartite graph with more than $d$ nodes (where for a complete bipartite graph we always assume that its bipartition classes are nonempty). So we could formulate this theorem as follows: A graph has a dual orthonormal representation in general position in $\mathbb{R}^{d}$ if and only if it does not contain any complete bipartite subgraph with $d+1$ nodes.

The condition that the given set of representing vectors is in general position is not easy to check (it is NP-hard). A weaker, but very useful condition will be that the vectors representing the nodes nonadjacent to any node are linearly independent. We say that such a representation is in locally general position. This condition implies that every node is represented by a nonzero vector unless it is connected to all the other nodes. In this case there is no condition on the representing vector, so we may assume that all vectors are nonzero (equivalently, unit vectors).

Theorem 10.9 will be proved in the following slightly more general form:
Theorem 10.10. For every graph $G$, the following conditions are equivalent:
(i) $G$ has an orthogonal representation in $\mathbb{R}^{d}$ in general position;
(ii) $G$ has an orthogonal representation in $\mathbb{R}^{d}$ in locally general position;
(iii) $G$ is $(n-d)$-connected.

Two steps of the proof are easy. Consider an orthogonal representation in general position, then the vectors representing the non-neighbors of a node $v$ cannot span the whole space (since they are all orthogonal to the vector label of $v$ ), so they are linearly independent. Thus (i) $\Rightarrow$ (ii). To illustrate the connection between connectivity and orthogonal representations, we prove that (ii) $\Rightarrow$ (iii). Let $V_{0}$ be a cutset of nodes of $G$, then $V=V_{0} \cup V_{1} \cup V_{2}$, where $V_{1}, V_{2} \neq \emptyset$, and no edge connects $V_{1}$ and $V_{2}$. This implies that the vectors representing $V_{1}$ are linearly independent, and similarly, the vectors representing $V_{2}$ are linearly independent. Since the vectors representing $V_{1}$ and $V_{2}$ are mutually orthogonal, all vectors representing $V_{1} \cup V_{2}$ are linearly independent. Hence $d \geq\left|V_{1} \cup V_{2}\right|=n-\left|V_{0}\right|$, and so $\left|V_{0}\right| \geq n-d$ (Figure 10.3).

The difficult part of the proof will be $(\mathrm{iii}) \Rightarrow(\mathrm{i})$ : this requires the construction of a general position orthogonal representation for $(n-d)$-connected graphs. We describe and analyze the algorithm constructing the representation. As a matter of fact, to describe the construction is quite easy, the difficulty lies in the proof of its validity.


Figure 10.3. Locally general position orthogonal representation in low dimension implies high connectivity.
10.3.1. $G$-orthogonalization. The following procedure can be viewed as an extension of the Gram-Schmidt orthogonalization algorithm. Let $G$ be any simple graph, where $V=[n]$, and let $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ be any vector labeling. Let us choose vectors $\mathbf{f}_{1}, \mathbf{f}_{2}, \ldots$ consecutively as follows. Let $\mathbf{f}_{1}=\mathbf{u}_{1}$. Supposing that the vectors $\mathbf{f}_{i}(i<j)$ are already chosen, we define $\mathbf{f}_{j}$ as the orthogonal projection of $\mathbf{u}_{j}$ onto the subspace $L_{j}=\operatorname{lin}\left\{\mathbf{f}_{i}: i<j, i j \in \bar{E}\right\}^{\perp}$. The sequence $\left(\mathbf{f}_{1}, \ldots, \mathbf{f}_{n}\right)$ is a vector labeling of $G$, which we call the $G$-orthogonalization of the vector labeling $\mathbf{u}$. It is trivial that $\mathbf{f}$ is an orthogonal representation of $G$. If $E=\emptyset$, then $\left(\mathbf{f}_{1}, \ldots, \mathbf{f}_{n}\right)$ is just the Gram-Schmidt orthogonalization $\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}\right)$. It follows by straightforward induction on $j$ that

$$
\operatorname{lin}\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{j}\right\}=\operatorname{lin}\left\{\mathbf{f}_{1}, \ldots, \mathbf{f}_{j}\right\}
$$

for every $j \in[n]$.
It is important to note that the $G$-orthogonalization of a vector labeling depends on the ordering of $V$. In this section we will be concerned with $G$-orthogonalizations obtained through different orderings of a fixed graph $G$. If $\sigma: V \rightarrow[n]$ defines an ordering of the nodes and $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ is a vector labeling, then we denote its $G$-orthogonalization by $\mathbf{f}^{\sigma}$ (we omit $\sigma$ if the ordering of the nodes is understood).

From now on, we consider a random vector labeling $\mathbf{u}$ : by this we mean that the vectors $\mathbf{u}_{i}$ are random vectors whose entries are chosen independently from the standard Gaussian distribution. Note that the length of the vector $\mathbf{u}_{i}$ influences the vector $\mathbf{f}_{i}$ only, and only its length; so we could replace the (multidimensional) standard Gaussian distribution of $\mathbf{u}_{i}$ by any rotationally symmetric distribution in the lemmas below (for example, by the uniform distribution on $S^{d-1}$ ).

Lemma 10.11. Let $G$ be a graph in which every node has degree at least $n-d$, and let $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ be a random vector labeling. Then the vectors in the $G$ orthogonalization of $\mathbf{u}$ (with respect to any ordering of the nodes) are almost surely nonzero.

Proof. For any $j$, there are at most $d-1$ vectors $\mathbf{f}_{i}(i<j, i j \notin E)$, hence they do not span $\mathbb{R}^{d}$, and hence almost surely $\mathbf{u}_{j}$ is linearly independent of them, and then its projection onto $L_{j}$ is nonzero.

The main fact we want to prove is the following (which implies Theorem 10.10 immediately).
Lemma 10.12. Let $G$ be an $(n-d)$-connected graph, and let $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ be a random vector labeling. Then the vectors in the $G$-orthogonalization of $\mathbf{u}$ (with respect to any ordering of the nodes) are almost surely in general position.

To motivate our approach to the proof, let us consider a simple example.
Example 10.13. Let $V=\{a, b, c, d\}$ and $E=\{a c, b d\}$. Consider a random vector labeling $\mathbf{u}$ in $\mathbb{R}^{3}$ and compute its $G$-orthogonalization $\mathbf{f}$, associated with the given ordering. Since every node has degree 1 , the vectors $\mathbf{f}_{i}$ are almost surely nonzero. We have $\mathbf{f}_{a}=\mathbf{u}_{a}, \mathbf{f}_{b} \in \mathbf{f}_{a}^{\perp}$, and $\mathbf{f}_{c} \in \mathbf{f}_{b}^{\perp}$; almost surely, $\mathbf{f}_{c}$ will not be parallel to $\mathbf{f}_{a}$, so together they span the plane $\mathbf{f}_{b}^{\perp}$. This means that $\mathbf{f}_{d}$, which is orthogonal to both $\mathbf{f}_{a}$ and $\mathbf{f}_{c}$, must be parallel to $\mathbf{f}_{b}$, no matter what $\mathbf{u}_{d}$ is.

Now suppose that we reverse the order of the nodes. Let $\mathbf{f}_{d}^{\prime}, \mathbf{f}_{c}^{\prime}, \mathbf{f}_{b}^{\prime}, \mathbf{f}_{a}^{\prime}$ be the vectors obtained by the $G$-orthogonalization in this order. Almost surely $\mathbf{f}_{d}^{\prime}$ will not be parallel to $\mathbf{f}_{b}^{\prime}$, but $\mathbf{f}_{c}^{\prime}$ will be parallel with $\mathbf{f}_{a}^{\prime}$. So not only are the two distributions different, but a particular event, namely $\mathbf{f}_{b} \| \mathbf{f}_{d}$, occurs with probability 0 in one and with probability 1 in the other.

Let us modify this example by connecting $b$ and $c$ by an edge. Processing the vectors in the order $(a, b, c, d)$ again, the vectors $\mathbf{f}_{a}=\mathbf{u}_{a}$ and $\mathbf{f}_{b}$ will be orthogonal again. No condition on $\mathbf{f}_{c}$, so almost surely $\mathbf{f}_{c}=\mathbf{u}_{c}$ will be linearly independent of $\mathbf{f}_{a}$ and $\mathbf{f}_{b}$, but not orthogonal to either one of them. The direction of $\mathbf{f}_{d}$ is still determined, but now it will not be parallel to $\mathbf{f}_{b}$; in fact, depending on $\mathbf{f}_{c}$, it can have any direction orthogonal to $\mathbf{f}_{a}$. Doing this in the reverse order, we get vectors $\mathbf{f}_{d}^{\prime}, \mathbf{f}_{c}^{\prime}, \mathbf{f}_{b}^{\prime}, \mathbf{f}_{a}^{\prime}$ that have similar properties. The distributions of $\left(\mathbf{f}_{d}, \mathbf{f}_{c}, \mathbf{f}_{b}, \mathbf{f}_{a}\right)$ and $\left(\mathbf{f}_{d}^{\prime}, \mathbf{f}_{c}^{\prime}, \mathbf{f}_{b}^{\prime}, \mathbf{f}_{a}^{\prime}\right)$ are still different, but any event that occurs with probability 0 in one will also occur with probability 0 in the other (this is not quite obvious).

This example motivates the following considerations. As noted, the distribution of the $G$-orthogonalization may depend on the ordering of the nodes; the key to the proof will be that this dependence is not too strong. To define what this means, consider two random variables $X$ and $Y$ with values in $\mathbb{R}^{M}$. We say that these are mutually absolutely continuous, if for every Borel set $B$,

$$
\mathrm{P}(X \in B)=0 \quad \Leftrightarrow \quad \mathrm{P}(Y \in B)=0 .
$$

Informally, if a "reasonable" property of $X$ almost never holds (for example, its coordinates almost surely do not satisfy an algebraic equation), then this is also true for $Y$, and vice versa.

We will repeatedly use the following easy property of being mutually absolutely continuous.

Lemma 10.14. Consider two random variables, each of which consist of two components: $X=(U, V)$ and $X^{\prime}=\left(U^{\prime}, V^{\prime}\right)$, where $U, U^{\prime} \in \mathbb{R}^{M}$ and $V, V^{\prime} \in \mathbb{R}^{N}$. Assume that $U$ and $U^{\prime}$ are mutually absolutely continuous, and for every Borel set $A \in \mathbb{R}^{M}$ with $\mathrm{P}(U \in A)>0$, the random variables $V \mid A$ and $V^{\prime} \mid A$ are mutually absolutely continuous. Then $X$ and $Y$ are mutually absolutely continuous.

The main lemma (which will be used later as well) is the following.
Lemma 10.15 (Main Lemma). Let $G$ be an $(n-d)$-connected graph, and let $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ be a random vector labeling. Then for any two orderings $\sigma$ and $\tau$ of $V$, the random variables $\mathbf{f}^{\sigma}$ and $\mathbf{f}^{\tau}$ are mutually absolutely continuous.

This implies Lemma 10.12 , since the first $d$ vectors in the $G$-orthogonalization of a random vector labeling are almost surely in general position, and we can start the ordering with any $d$-tuple.

Proof. It suffices to prove this lemma in the case when $\tau$ is the ordering obtained from $\sigma$ by swapping the nodes in positions $j$ and $j+1(1 \leq j \leq n-1)$. Let us label the nodes so that $\sigma=(1,2, \ldots, n)$.

Clearly $\mathbf{f}_{i}^{\sigma}=\mathbf{f}_{i}^{\tau}$ for $i<j$. The main part of the proof is to show that the distributions of $\left(\mathbf{f}_{1}^{\sigma}, \ldots, \mathbf{f}_{j+1}^{\sigma}\right)$ and $\left(\mathbf{f}_{1}^{\tau}, \ldots, \mathbf{f}_{j+1}^{\tau}\right)$ are mutually absolutely continuous. We prove this by induction on $j$, distinguishing several cases.

Case 1. $j$ and $j+1$ are adjacent in $G$. In this case the vector $\mathbf{f}_{j+1}$ does not depend on $\mathbf{u}_{j}$ and vice versa, so $\mathbf{f}_{j}^{\sigma}=\mathbf{f}_{j}^{\tau}$ and $\mathbf{f}_{j+1}^{\sigma}=\mathbf{f}_{j+1}^{\tau}$.

Case 2. $j$ and $j+1$ are not adjacent, but they are connected by a path that lies entirely in $\{1, \ldots, j, j+1\}$. Let $P$ be a shortest such path and let $t$ be its length (number of edges), so $2 \leq t \leq j$. We argue by induction on $t$ (and on $j$ ). Let $i$ be any internal node of $P$. We swap $j$ and $j+1$ by the following steps (Figure 10.4):
(1) Interchange $i$ and $j$, by several swaps of consecutive elements among the first $j$.
(2) Swap $i$ and $j+1$.
(3) Interchange $j+1$ and $j$, by several swaps of consecutive elements among the first $j$.
(4) Swap $j$ and $i$.
(5) Interchange $j+1$ and $i$, by several swaps of consecutive elements among the first $j$.


Figure 10.4. Interchanging $j$ and $j+1$.
In each step, the new and the previous distributions of the $G$-orthogonalized vectors are mutually absolutely continuous: In steps (1), (3) and (5) this is so because the swaps take place among the first $j$ nodes, and we can invoke induction on $j$; in steps (2) and (4), because the nodes swapped are at a smaller distance than $t$ in the graph distance, and we can invoke induction on $t$.

Case 3. There is no path connecting $j$ to $j+1$ within $\{1, \ldots, j+1\}$. This case is more tedious but not particularly deep. It suffices to show that the distributions
of the pairs of vectors $\left(\mathbf{f}_{j}^{\sigma}, \mathbf{f}_{j+1}^{\sigma}\right)$ and $\left(\mathbf{f}_{j}^{\tau}, \mathbf{f}_{j+1}^{\tau}\right)$, conditioned on the previous vectors $\mathbf{u}_{1}, \ldots, \mathbf{u}_{j-1}$, are mutually absolutely continuous. The remaining vectors $\mathbf{f}_{k}^{\sigma}$ and $\mathbf{f}_{k}^{\tau}$ $(k>j+1)$ are generated in the same way from these two sequences, and hence the distributions of $\mathbf{f}^{\sigma}$ and $\mathbf{f}^{\tau}$ are mutually absolutely continuous.

Clearly $V \backslash\{1, \ldots, j+1\}$ is a cutset, whence by our hypothesis on the connectivity of $G$ it follows that $n-j-1 \geq n-d$ and so $j \leq d-1$. Let $B=\operatorname{lin}\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{j-1}\right\}$ and $C=B^{\perp}$, then $t=\operatorname{dim}(C)=d-\operatorname{dim}(B) \geq d-(j-1) \geq 2$.

The random vector $\mathbf{u}_{j}$ can be decomposed as $\mathbf{u}_{j}=\mathbf{b}_{j}+\mathbf{c}_{j}$, where $\mathbf{b}_{j}$ and $\mathbf{c}_{j}$ are random Gaussian vectors in $B$ and $C$, respectively, and $\mathbf{b}_{j}$ and $\mathbf{c}_{j}$ are independent as random variables. The subspace which is orthogonal to all previous nonneighbors of $j$ (in the ordering $\sigma$ ) is $L_{j}=\left(\bar{N}^{\sigma}(j)\right)^{\perp}$. Thus $C \subseteq L_{j}$. Let $\mathbf{b}_{j}^{\prime}$ be the orthogonal projection of $\mathbf{b}_{j}$ onto $L_{j}$. Since $\mathbf{b}_{j}$ is orthogonal to $C$, so is $\mathbf{b}_{j}^{\prime}$, thus $\mathbf{b}_{j}^{\prime} \in B$.

We define $L_{j+1}$ similarly for the node $j+1$ and ordering $\tau$, along with the decomposition $\mathbf{u}_{j+1}=\mathbf{b}_{j+1}+\mathbf{c}_{j+1}$, and the orthogonal projection $\mathbf{b}_{j+1}^{\prime}$ of $\mathbf{b}_{j+1}$ onto $L$.

The following observation will be important:

$$
\begin{equation*}
\mathbf{b}_{j}^{\prime} \perp \mathbf{b}_{j+1}^{\prime} \tag{10.2}
\end{equation*}
$$

Here we have to use that there is no path in $J$ connecting $j$ and $j+1$. This implies that the set $\{1, \ldots, j-1\}$ has a partition $W^{\prime} \cup W^{\prime \prime}$ so that $N^{\sigma}(j) \subseteq W^{\prime}$, $N^{\tau}(j+1) \subseteq W^{\prime \prime}$, and there is no edge between $W^{\prime}$ and $W^{\prime \prime}$. Let $B^{\prime}=\operatorname{lin}\left(W^{\prime}\right)$ and $B^{\prime \prime}=\operatorname{lin}\left(W^{\prime \prime}\right)$, then $B^{\prime} \perp B^{\prime \prime}$, and $L_{j} \perp B^{\prime \prime}$, which implies that $\mathbf{b}_{j}^{\prime} \in B^{\prime}$. Similarly, $\mathbf{b}_{j+1}^{\prime} \in B^{\prime \prime}$, which implies 10.2 .

To get $\mathbf{f}_{j}^{\sigma}$, we have to project $\mathbf{u}_{j}$ onto $L_{j}$; using that $C \subseteq L_{j}$, the component of $\mathbf{u}_{j}$ in $C$ remains unchanged, and this projection can be expressed as

$$
\begin{equation*}
\mathbf{f}_{j}^{\sigma}=\mathbf{b}_{j}^{\prime}+\mathbf{c}_{j} \tag{10.3}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\mathbf{f}_{j+1}^{\tau}=\mathbf{b}_{j+1}^{\prime}+\mathbf{c}_{j+1} \tag{10.4}
\end{equation*}
$$

To describe the other two orthogonalized vectors, notice that the only difference between $\mathbf{f}_{j+1}^{\tau}$ and $\mathbf{f}_{j+1}^{\sigma}$ is that we have to make $\mathbf{f}_{j+1}^{\sigma}$ orthogonal to $\mathbf{f}_{j}^{\sigma}$ as well. Since the vectors $\mathbf{b}_{j}^{\prime}$ and $\mathbf{b}_{j+1}^{\prime}$ are already orthogonal to each other, as well as to all vectors in $C$, this simply means that we have to modify 10.4 by replacing $\mathbf{c}_{j+1}$ by its projection $\mathbf{c}_{j+1}^{\prime}$ onto the orthogonal complement of $\mathbf{c}_{j}$. So we can write

$$
\begin{equation*}
\mathbf{f}_{j+1}^{\sigma}=\mathbf{b}_{j+1}^{\prime}+\mathbf{c}_{j+1}^{\prime} \tag{10.5}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\mathbf{f}_{j}^{\tau}=\mathbf{b}_{j}^{\prime}+\mathbf{c}_{j}^{\prime} \tag{10.6}
\end{equation*}
$$

where $\mathbf{c}_{j}^{\prime}$ is the projection of $\mathbf{c}_{j}$ onto the orthogonal complement of $\mathbf{c}_{j+1}$.
We can generate these vectors as follows. We condition on the vectors $\mathbf{u}_{1}, \ldots, \mathbf{u}_{j-1}$, determining the subspaces $B$ and $C$. Then we generate independent Gaussian vectors $\mathbf{b}_{j}, \mathbf{b}_{j+1} \in B$, determining the vectors $\mathbf{b}_{j}^{\prime}$ and $\mathbf{b}_{j+1}^{\prime}$. Finally, we generate two independent Gaussian vectors $\mathbf{c}_{j}, \mathbf{c}_{j+1} \in C$. Both pairs of vectors $\left(\mathbf{c}_{j}, \mathbf{c}_{j+1}^{\prime}\right)$ and $\left(\mathbf{c}_{j}^{\prime}, \mathbf{c}_{j+1}\right)$ belong to the manifold $\left\{(\mathbf{x}, \mathbf{y}): \mathbf{x}, \mathbf{y} \in \mathbb{R}^{d}, \mathbf{x} \perp \mathbf{y}\right\}$, and they have positive density functions, which implies that they are mutually absolutely continuous. Hence $\left(\mathbf{f}_{j}^{\sigma}, \mathbf{f}_{j+1}^{\sigma}\right)$ and $\left(\mathbf{f}_{j}^{\tau}, \mathbf{f}_{j+1}^{\tau}\right)$ are mutually absolutely continuous.

This completes the proof of Lemma 10.15 and of Theorem 10.10 .

### 10.4. Faithfulness

It is probably difficult to decide whether a given graph has a faithful orthogonal representation in a given dimension. In other words, we do not know how to determine the minimum dimension of a faithful orthogonal representation. What we can do is to give almost-trivial upper and lower bounds, and-as an application of the results in the previous section-a nontrivial upper bound.

Let us start with some examples.
Example 10.16. It is easy to construct a faithful orthogonal representation in dimension $n-1$ of the path $P_{n}$ with $n$ nodes: we label the nodes in order by $\mathbf{e}_{1}, \mathbf{e}_{1}+$ $\mathbf{e}_{2}, \ldots, \mathbf{e}_{n-2}+\mathbf{e}_{n-1}, \mathbf{e}_{n-1}$. The path $P_{n}$ has no faithful orthogonal representation in lower dimension. Indeed, in any faithful orthogonal representation ( $\mathbf{v}_{i}: i \in V\left(P_{n}\right)$, for every $1 \leq k \leq n-1$, the vector $\mathbf{v}_{k+1}$ is orthogonal to $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k-1}$, but not orthogonal to $\mathbf{v}_{k}$, which implies that $\mathbf{v}_{k}$ is linearly independent of $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k-1}$. Hence the vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n-1}$ are linearly independent, and so the ambient space must have dimension at least $n-1$.

This example motivates the following upper and lower bounds on the dimension of a faithful orthogonal representation. We have constructed orthogonal representations from cliques covering the nodes of a graph (Example 10.5). These representations are far from being faithful in general. However, using a family of cliques covering all edges, we can construct a faithful representation.

Proposition 10.17. If the edges of a graph $G$ can be covered by $k$ cliques, then it has a faithful orthogonal representation in $\mathbb{R}^{k}$.

Proof. Let $\left\{B_{1}, \ldots, B_{k}\right\}$ be any family of complete subgraphs covering all edges of a graph $G$. We construct the vector labeling $\mathbf{u}$ in $\mathbb{R}^{k}$, defined by $\left(\mathbf{u}_{i}\right)_{j}=$ $\mathbb{1}\left(i \in B_{j}\right)$. Then $\mathbf{u}$ is a faithful orthogonal representation of $G$ : if $i$ and $j$ are adjacent nodes, then they are contained in one of the cliques $B_{i}$, and hence $\mathbf{u}_{i}^{\top} \mathbf{u}_{j}>$ 0 ; if they are nonadjacent, then the supports of $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ are disjoint, and so $\mathbf{u}_{i}^{\top} \mathbf{u}_{j}=0$.

It is trivial that $\alpha(G)$ is a lower bound on the dimension of any orthogonal representation by nonzero vectors (faithful or not). To strengthen this bound in the case of faithful representations, we say that a subset $S \subseteq V$ is almost stable, if for every connected subgraph $H$ of $G[S]$ with at least one edge there is a node $j \in V \backslash V(H)$ that is adjacent to exactly one node in $V(H)$. (The node $j$ may or may not belong to $S$.) It is trivial that every stable set is almost stable.

Proposition 10.18. The dimension of any faithful orthogonal representation of a graph $G$ is at least as large as its largest almost stable set.

Proof. Let $\mathbf{v}$ be a faithful orthogonal representation of $G$ in dimension $d$, and let $S$ be an almost stable set. We prove by induction on $|S|$ that the vectors in $\mathbf{v}(S)$ are linearly independent. If $S$ is a stable subset of $V$, then this is trivial. Else, let $H$ be a connected component of $G[S]$ with at least one edge, and let $j \notin V(H)$ be a node adjacent to a unique node $i \in V(H)$. The set $S^{\prime}=S \backslash i$ is almost stable, and hence the vectors in $\mathbf{v}\left(S^{\prime}\right)$ are linearly independent by the induction hypothesis.

Next, observe that the vectors $\mathbf{v}(V(H) \backslash i)$ cannot span $\mathbf{v}_{i}$; this follows from the fact that $\mathbf{v}_{j}$ is orthogonal to each of these vectors, but not to $\mathbf{v}_{i}$. Since the vectors $\mathbf{v}_{k}$ with $k \in S \backslash V(H)$ are all orthogonal to every vector $\mathbf{v}_{k}$ with $k \in V(H)$, it follows that $S^{\prime}$ cannot span $\mathbf{v}_{i}$. This proves that $\mathbf{v}(S)=\mathbf{v}\left(S^{\prime}\right) \cup\left\{\mathbf{v}_{i}\right\}$ is a linearly independent set of vectors.

From the results in Section 10.3 .1 it is easy to derive an upper bound on the minimum dimension of faithful orthogonal representations.

Proposition 10.19. Every $(n-d)$-connected graph on nodes has a faithful orthogonal representation in $\mathbb{R}^{d}$.

Proof. It suffices to show that in a $G$-orthogonalized random representation, the probability that two adjacent nodes are represented by orthogonal vectors is zero. By the Lemma 10.15 , it suffices to prove this for the $G$-orthogonalization based on an ordering starting with these two nodes. But then the assertion is obvious.

Using that a graph with minimum degree $D$ cannot contain a complete bipartite graph with more than $2 D$ nodes, Proposition 10.19 implies the following bound.

Corollary 10.20. If the maximum degree of a graph $G$ is $D$, then $G$ has a faithful dual orthogonal representation in $2 D$ dimensions.

This was proved in Maehara-Rödl 1990. They conjecture that the bound on the dimension can be improved to $D+1$. Proposition 10.19 shows that the conjecture is true if we strengthen its assumption by requiring that $\bar{G}$ is $(n-D-1)$ connected.

We conclude this section with two examples illustrating the use (and insufficiency) of the upper and lower bounds above.


Figure 10.5. The graph $V_{8}$ and the triangular grid $\Delta_{6}$.

Example 10.21. Let $V_{8}$ denote the graph obtained from the cycle $C_{8}$ by adding its longest diagonals (Figure 10.5, left). This graph is 3 -connected, and hence by Proposition 10.19, it has a faithful orthogonal representation in $\mathbb{R}^{5}$. It does not have a faithful orthogonal representation in $\mathbb{R}^{4}$ van der Holst 1996. But to show this is not easy, because it does not have an almost stable set of size 5. (The last two facts need some case analysis, not reproduced here.) So the lower bound in Proposition 10.18 does not always give the right value.
Example 10.22 (Triangular grid I). Consider the triangular grid $\Delta_{k}$ with $k>2$ nodes along the bottom line Figure 10.5, right). This graph has $n=\binom{k+1}{2}$ nodes.

The dark triangles form a family of cliques covering all edges, so the construction in Example 10.16 yields a faithful orthogonal representation in dimension $n-k=\binom{k}{2}$, the number of dark triangles. This is much better than the upper bound from Proposition 10.19, which is $n-2$.

This dimension is in fact the smallest possible; this follows by Proposition 10.18, since it is easy to see that the set of nodes above the bottom line is almost stable, and hence the minimum dimension of a faithful representation is $n-k$.

We note that $\Delta_{k}$ is planar, so all of its minors are at most 5 -connected. So we could not hope to salvage the upper bound provided by Proposition 10.17 by looking at highly connected subgraphs or minors. The significance of this observation will be made more clear in the next section.

### 10.5. Transversality

We have seen various nondegeneracy conditions (general position, faithfulness), and how they turn a complicated and probably untractable question like the existence of an orthogonal representation in a given dimension into a question where some sort of answer can be obtained by combinatorial means. In this section we introduce a more complicated, deeper nondegeneracy condition, which was first used in this spirit by Colin de Verdière. We spend a bit more time on it than what we would need in this chapter, as a preparation for its use later on.

Consider a system of polynomial equations with real coefficients

$$
\begin{equation*}
p_{1}(x)=0, \ldots, p_{m}(x)=0 \quad\left(x \in \mathbb{R}^{n}\right) \tag{10.7}
\end{equation*}
$$

Each of these equations defines a hypersurface in $\mathbb{R}^{n}$. We say that a solution $u$ is transversal, if these surfaces intersect transversally at this point. This means that their normal vectors at this point, the vectors $\operatorname{grad} p_{1}(u), \ldots, \operatorname{grad} p_{m}(u)$, are linearly independent.

We could also rephrase this property as follows: for a linear combination $p=$ $\sum_{i} \alpha_{i} p_{i}$ of the left sides of 10.7 ), the point $\mathbf{u}$ is a stationary point of $p$ (i.e., the gradient of $p$ at $\mathbf{u}$ is nonzero) only if the linear combination is trivial.

The most important consequence of this property is the following: if a solution $y$ of (10.7) is transversal, then for every $\varepsilon>0$ there is a $\delta>0$ such that changing each coefficient of each polynomial by at most $\delta$, the modified system

$$
\begin{equation*}
\widehat{p}_{1}(x)=0, \ldots, \widehat{p}_{m}(x)=0 \tag{10.8}
\end{equation*}
$$

has a solution $z$ such that $|z-y|<\varepsilon$. Furthermore, the vector $z$, as a solution of the system (10.8), is transversal as well. This follows by the Implicit Function Theorem.

Informally, this means that the solvability of the system of equations 10.7) is not just a numerical coincidence, but it is a "robust" consequence of the structure of the equations. We will see that this fact leads to important combinatorial applications of this nondegeneracy notion.
10.5.1. Transversal orthogonal representations. We can view an orthogonal representation $i \mapsto \mathbf{u}_{i} \in \mathbb{R}^{d}$ of a graph $G$ as a system of $d n$ variables, entries of a matrix $U \in \mathbb{R}^{d \times V}$, whose columns satisfy the quadratic equations

$$
\begin{equation*}
\mathbf{u}_{i}^{\top} \mathbf{u}_{j}=0 \quad(i j \in \bar{E}) \tag{10.9}
\end{equation*}
$$

We say that the representation of $G$ is transversal, if this solution of 10.9 is transversal. Computing the gradient, this says that there are no real numbers $X_{i j}$ (ij $\in \bar{E}$ ) such that

$$
\begin{equation*}
\sum_{j \in \bar{N}(i)} X_{i j} \mathbf{u}_{j}=0 \quad \text { for every } i \in V \tag{10.10}
\end{equation*}
$$

Using terminology to be introduced in Chapter 14 the orthogonal representation $\mathbf{u}$ of $G$ is transversal if and only if $(\bar{G}, \mathbf{u})$ carries no nonzero homogeneous stress.

It will be convenient to think of $X$ as a nonzero symmetric $V \times V$ matrix such that $X_{i j}=0$ if $i=j$ or $i j \in E$. In other words, $X$ is a nonzero $\bar{G}$-matrix with zero diagonal. Note that $X$ has a zero-nonzero pattern complementary to $A=\operatorname{Gram}(\mathbf{u})$, and condition 10.10 is equivalent to the matrix equation $X A=0$.

For a row of $X$ that is not all 0 , equation 10.10 means a linear dependence between the nonneighbors of $i$, and if $X \neq 0$ then at least one of these linear dependencies is nontrivial. It follows that every orthogonal representation of a graph $G$ in locally general position is transversal. This shows that transversality can be thought of as some sort of weakened, symmetrized version of locally general position. But the two conditions are not equivalent, as the following example shows.


Figure 10.6. The graph $\Delta_{3}$ with an orthogonal representation that is transversal but not in locally general position.

Example 10.23 (Triangular grid II). Consider the graph $\Delta_{3}$ obtained by attaching a triangle to each edge of a triangle (Figure 10.6). We have constructed an orthogonal representation of this graph in $\mathbb{R}^{3}$ (Example 10.22 , which is shown in the figure. This representation is not in locally general position, since the nodes nonadjacent to (say) node $a$ are represented by linearly dependent vectors. But it is transversal. Indeed, suppose that a nonzero $\bar{G}$-matrix $X$ with zero diagonal satisfies 10.10). Since node $d$ is adjacent to all the other nodes except node $c$, we have $X_{d, j}=0$ for $j \neq c$, and therefore 10.10 implies that $X_{d, c}=0$. By symmetry, $X_{c, d}=0$, and hence 10.10 implies that $X_{c, j}=0$ for all $j$. Going on similarly, we get that all entries of $X$ must be zero. Note that the symmetry of $X$ was important in this argument.
10.5.2. Strong Arnold Property. We can forget about the meaning of $A$ (in particular, about its positive semidefiniteness) and define the Strong Arnold Property of any $G$-matrix $A$ : this means that $X A \neq 0$ for every nonzero $\bar{G}$-matrix $X$ with zero diagonal.

For a general $G$-matrix $A$, this definition of the Strong Arnold Property does not correspond to a transversality property of a system like (10.9). Nevertheless, we
can describe it as transversality with respect to another, more complicated system of algebraic manifolds. First, we have to extend the definition of transversality to more general manifolds. We say that smooth manifolds (not necessarily hypersurfaces) in $\mathbb{R}^{n}$ intersect transversally at a point $x$, if their normal subspaces at this point are linearly independent. For $m=2$, this means that their normal subspaces at $x$ intersect at the zero subspace.

Consider the manifold $\mathcal{R}_{k}$ of all symmetric $V \times V$ matrices with rank $k$. It is not hard to see that the dimension of $\mathcal{R}_{k}$ is $k n-\binom{k}{2}$. We need the following lemma describing the tangent space of $\mathcal{R}_{k}$ and its orthogonal complement.

Lemma 10.24. (a) The tangent space $\mathcal{T}_{A}$ of $\mathcal{R}_{k}$ at $A \in \mathcal{R}^{k}$ consists of all matrices of the form $A U+U^{\top} A$, where $U$ ranges through all $V \times V$ matrices.
(b) The normal space $\mathcal{N}_{A}$ of $\mathcal{R}_{k}$ at $A$ consists of all symmetric $V \times V$ matrices $X$ such that $A X=0$.

Note that $U$ in (a) is not necessarily symmetric, but $A U+U^{\top} A$ is.
Proof. (a) Consider any matrix of the form $A U+U^{\top} A$, and the family

$$
A_{t}=(I+t U)^{\top} A(I+t U)
$$

Clearly $\operatorname{rk}\left(A_{t}\right) \leq \operatorname{rk}(A)=k$ and equality holds if $|t|$ is small enough. Furthermore, $\left(\frac{d}{d t} A_{t}\right)_{t=0}=A U+U^{\top} A$, showing that $A U+U^{\top} A \in \mathcal{T}_{A}$.

Conversely, let $Y \in \mathcal{T}_{A}$. Then there is a one-parameter differentiable family $A_{t}$ of symmetric matrices, defined in a neighborhood of $t=0$, so that $A_{t} \in \mathcal{R}_{k}$, $A_{0}=A$ and $\dot{A}_{0}=\left(\frac{d}{d t} A_{t}\right)_{t=0}=Y$. In a sufficiently small neighborhood of $t=0$ all matrices $A_{t}$ have the same signature of eigenvalues, which implies that they can be written in the form $A_{t}=U_{t}^{\top} D U_{t}$, where $D$ is a diagonal matrix in which the first $k_{1}$ diagonal entries are 1 , the next $k-k_{1}$ diagonal entries are -1 , and the rest are zero, and $U_{t}$ is a nonsingular matrix which depends on $t$ in a smooth way. Differentiating,

$$
Y=\dot{A}_{0}=\dot{U}_{0}^{\top} D U_{0}+U_{0}^{\top} D \dot{U}_{0}=\left(U_{0}^{-1} \dot{U}_{0}\right)^{\top} A+A\left(U_{0}^{-1} \dot{U}_{0}\right)
$$

This shows that $Y$ has the form as stated.
(b) We have $X \in \mathcal{N}(A)$ if and only if $X \cdot Y=0$ for every $Y \in \mathcal{T}_{A}$. By (a), this means that $X \cdot\left(A U+U^{\top} A\right)=0$ for every $U \in \mathbb{R}^{n \times n}$. This can be written as

$$
\begin{aligned}
0=\operatorname{Tr}\left(X\left(A U+U^{\top} A\right)\right) & =\operatorname{Tr}(X A U)+\operatorname{Tr}\left(X U^{\top} A\right)=\operatorname{Tr}(X A U)+\operatorname{Tr}(A U X) \\
& =2 \operatorname{Tr}(X A U)
\end{aligned}
$$

This holds for every $U$ if and only if $X A=0$.
Using this description, we can easily prove the following lemma giving a geometric meaning to the Strong Arnold Property in the case of general $G$-matrices. Recall that $\mathcal{M}_{G}$ denotes the linear space of $G$-matrices.

Lemma 10.25. For a graph $G$, a G-matrix A has the Strong Arnold Property if and only if the manifolds $\mathcal{R}_{k}(k=\operatorname{rk}(A))$ and $\mathcal{M}_{G}$ intersect transversally at $A$.

Proof. Let $X$ be a nonzero matrix in the normal spaces of $\mathcal{M}_{G}$ and $\mathcal{R}_{k}$ at $A$. The first condition says that $X_{i j}=0$ for every $i j \in E \cup \Delta$; the second says that $X A=0$ (by Lemma 10.24). These are just the conditions on $X$ needed to disprove the Strong Arnold property.


Figure 10.7. The Strong Arnold Property
We note that every matrix $A$ with corank at most 1 has the Strong Arnold Property automatically. Indeed, if $A X=0$, then $X$ has rank at most 1 , but since $X$ is symmetric with 0 's in the diagonal, this implies that $X=0$.

It is not hard to prove that whether or not a $G$-matrix $A$ has the Strong Arnold Property depends only on the graph $G$ and on the nullspace of $A$ (see Exercise 10.10. A useful combinatorial property of the nullspace is the following.

Lemma 10.26. Let $G$ be a graph, let $A$ be a $G$-matrix with the Strong Arnold Property. Let $x, y \in \operatorname{Ker}(A)$. Then either $\operatorname{supp}(x)$ and $\operatorname{supp}(y)$ intersect, or there is an edge of $G$ connecting them.

As a special case, we see that $G$ has at most one connected component such that the corresponding diagonal block of $A$ is singular.

Proof. Suppose not, then $X=x y^{\top}+y x^{\top}$ is a nonzero $\bar{G}$-matrix with zero diagonal satisfying $M X=0$, contradicting the Strong Arnold Property.

Coming back to orthogonal representations, we have seen that transversality is weaker than locally general position; but a condition in the spirit of locally general position does follow from the previous lemma.

Corollary 10.27. Let $G$ be a simple graph and let $S, T \subseteq V$ be disjoint subsets such that no edge of $G$ connects them. Let $\mathbf{u}$ be a transversal orthogonal representation of $G$. Then either $\mathbf{u}(S)$ or $\mathbf{u}(T)$ is linearly independent.

As a special case, two nonadjacent nodes cannot be both represented by the zero vector.
10.5.3. Algebraic width. Based on transversality, an interesting graph invariant related to connectivity was introduced in Colin de Verdière 1998a (this is different from the better known Colin de Verdière number to be discussed in Chapter 16. He formulated this notion in terms of matrices, but from our perspective, working with orthogonal representations is more natural.

It will be useful to introduce an extension of the notion of faithful representations, based on van der Holst 1996. We would like to "interpolate" between faithful and nonfaithful orthogonal representations, by allowing "weak" edges for which the inner product may be zero or nonzero. Van der Holst suggests to encode this requirement by considering these edges as edges with multiplicity larger than one. This seems to be somewhat arbitrary, but it will turn out to be quite useful.

Given a multigraph $G$, let $A_{G}=\left(a_{i j}\right)$ be its adjacency matrix, where $a_{i j}$ denotes the number of edges connecting nodes $i$ and $j$. We define a faithful orthogonal representation of it as a vector labeling $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$, such that

$$
\mathbf{u}_{i}^{\top} \mathbf{u}_{j} \begin{cases}=0, & \text { if } i \neq j \text { and } a_{i j}=0  \tag{10.11}\\ \neq 0, & \text { if } a_{i j}=1\end{cases}
$$

There is no condition when $i=j$ or when $i$ and $j$ are connected by more than one edge.

If the graph is simple, this gives the previously studied notion of faithfulness. If all edges have multiplicity larger than one, then we get all orthogonal representations. (The value of the multiplicity does not matter, once it is larger than one.) For every graph $G$, we define $G^{=}$as the graph obtained from $G$ by doubling all edges. Then faithful orthogonal representations of $G^{=}$are just all orthogonal representations of $G$.

Let $d$ be the smallest dimension in which a multigraph $G$ has a faithful transversal orthogonal representation, and define $\mathrm{w}_{\mathrm{alg}}(G)=n-d$. We call $\mathrm{w}_{\mathrm{alg}}(G)$ the algebraic width of the graph (the name refers to its connection with tree width, see below). This definition is meaningful, since it is easy to construct a faithful orthogonal representation in $\mathbb{R}^{n}$, in which the representing vectors are almost orthogonal and hence linearly independent, which implies transversality. The algebraic width measures how much we can save in the dimension of a faithful transversal orthogonal representation, relative to the trivial dimension $n$.

This definition can be rephrased in terms of the Gram matrix of the representation. For any faithful transversal orthogonal representation $\left(\mathbf{u}_{i}: i \in V\right)$, the matrix $N=\operatorname{Gram}(\mathbf{u})$ has the following properties:
(N1) $N_{i j} \begin{cases}=0 & \text { if } i \neq j \text { and } a_{i j}=0, \\ \neq 0 & \text { if } a_{i j}=1 ;\end{cases}$
(N2) $N$ is positive semidefinite;
(N3) If $X$ is a nonzero $\bar{G}$-matrix with zero diagonal, then $N X \neq 0$.
Conversely, every matrix $N$ with these properties can be written as the Gram matrix of a vector labeling (by (N2)), and it is easy to check that this vector labeling is a faithful transversal orthogonal representation. The rank of the matrix is the dimension of the representation. Hence we get the following reformulation:
Lemma 10.28. The algebraic width of a graph $G$ is equal to the maximum corank of a matrix with properties (N1)-(N3).
Example 10.29 (Complete graphs). The Strong Arnold Property is void for complete graphs, and every representation is orthogonal, so we can use the same vector to represent every node. This shows that $\mathrm{w}_{\mathrm{alg}}\left(K_{n}\right)=n-1$. For every noncomplete graph $G, \mathrm{w}_{\text {alg }}(G) \leq n-2$, since a faithful orthogonal representation requires at least two dimensions.

Doubling edges makes a difference: to get a faithful orthogonal representation of $K_{n}^{=}$, we can represent all nodes by the null vector. The Strong Arnold Property is void again, which shows that $\mathrm{w}_{\text {alg }}\left(K_{n}^{=}\right)=n$.
Example 10.30 (Edgeless graphs). To have a faithful orthogonal representation, all representing vectors must be mutually orthogonal, hence $\mathrm{w}_{\mathrm{alg}}\left(\bar{K}_{n}\right)=0$. It is not hard to see that every other multigraph $G$ has $\mathrm{w}_{\mathrm{alg}}(G) \geq 1$.

Example 10.31 (Paths II). Let $P_{n}$ denote the path with $n$ nodes, and assume that $n \geq 2$. Every matrix $N$ satisfying (N1) has an $(n-1) \times(n-1)$ nonsingular (triangular) submatrix, and hence by Lemma 10.28, $\mathrm{w}_{\mathrm{alg}}\left(P_{n}\right) \leq 1$. Since $P_{n}$ has an edge, we know that equality holds here.
Example 10.32 (Triangular grid II). To see a more interesting example, let us have a new look at the graphs $\Delta_{k}$ in Figure 10.5 (Example 10.22). For $k=3$, we have seen that $\Delta_{3}$ has a faithful transversal orthogonal representation in $\mathbb{R}^{3}$, and this is clearly best possible, so $\mathrm{w}_{\mathrm{alg}}\left(\Delta_{3}\right)=3$.

For general $k$, the construction in Example 10.22 yields a faithful orthogonal representation $\mathbf{u}$. Recall that each coordinate of $\mathbf{u}_{i}$ corresponds to one of the dark triangles $B$, and it is 1 if $i \in B$, and 0 otherwise. We show that this representation is transversal. Let $X$ be a nonzero $\bar{G}$-matrix with zero diagonal disproving the transversality of $\mathbf{u}$. This means that $\sum_{j} X_{i j} \mathbf{u}_{j}=0$ for every node $i$, which implies that

$$
\begin{equation*}
\sum_{j \in B} X_{i j}=0 \tag{10.12}
\end{equation*}
$$

for every dark triangle $B$ and node $i$.
We prove that $X_{i j}=0$ for all $i, j \in V=V\left(\Delta_{k}\right)$ by induction on the distance of $i$ and $j$ (in the sense of 2-dimensional Euclidean distance in the figure). If $i$ and $j$ are neighbors, then this is clear, since $X$ is supported on $\bar{E}=E\left(\bar{\Delta}_{k}\right)$. Suppose that $i j \in \bar{E}$, then the interior segment connecting $i$ and $j$ intersects a dark triangle incident with either $i$ or $j$; say it intersects triangle $B=j k l$. Then both $k$ and $l$ are closer to $i$ than $j$ is, and hence we already know that $X_{i k}=X_{i l}=0$. By 10.12, this implies that $X_{i j}=0$.

So $\mathbf{u}$ is a faithful transversal orthogonal representation of $\Delta_{k}$. The dimension of this representation is the number of dark triangles, which is clearly $\binom{k-1}{2}$. We have argued that this is the smallest possible dimension (this follows just from faithfulness, not using transversality). Thus

$$
\mathrm{w}_{\mathrm{alg}}\left(\Delta_{k}\right)=n-\binom{k-1}{2}=\binom{k}{2}-\binom{k-1}{2}=k
$$

We continue with some easy bounds on the algebraic width. The condition that the representation must be faithful implies that the vectors representing a largest stable set of nodes must be mutually orthogonal nonzero vectors, and hence the dimension of the representation is at least $\alpha(G)$. This implies that

$$
\begin{equation*}
\mathrm{w}_{\mathrm{alg}}(G) \leq n-\alpha(G)=\tau(G) \tag{10.13}
\end{equation*}
$$

By Theorem 10.10, every $k$-connected graph $G$ has a faithful general position orthogonal representation in $\mathbb{R}^{n-k}$, and hence

$$
\begin{equation*}
\mathrm{w}_{\mathrm{alg}}(G) \geq \kappa(G) \tag{10.14}
\end{equation*}
$$

We may also use the Strong Arnold Property to bound the algebraic width. There are $\binom{n}{2}-m$ orthogonality conditions, and in an optimal representation they involve $\left(n-\mathrm{w}_{\mathrm{alg}}(G)\right) n$ variables. If their normal vectors are linearly independent, then $\binom{n}{2}-m \leq\left(n-\mathrm{w}_{\mathrm{alg}}(G)\right) n$, and hence

$$
\begin{equation*}
\mathrm{w}_{\mathrm{alg}}(G) \leq \frac{n+1}{2}+\frac{m}{n} \tag{10.15}
\end{equation*}
$$

The most important consequence of the Strong Arnold Property is the following.

Theorem 10.33. The algebraic width $\mathrm{w}_{\mathrm{alg}}(G)$ is minor-monotone: If $H$ is a minor of $G$, then $\mathrm{w}_{\mathrm{alg}}(H) \leq \mathrm{w}_{\mathrm{alg}}(G)$.

Proof. It suffices to consider three cases: when $H$ arises from $G$ by deleting an isolated node, by deleting an edge, or by contracting an edge. We consider a faithful transversal orthogonal representation $\mathbf{u}$ of $H$ in dimension $d=|V(H)|-\mathrm{w}_{\mathrm{alg}}(H)$, and modify it to get a faithful transversal orthogonal representation of $G$.

The case when $H$ arises by deleting an isolated node $i$ is trivial: Starting with an optimal representation of $H$, and representing $i$ by the $(d+1)$-st unit vector, we get a representation of $G$ in dimension $d+1$. It is straightforward to see that this faithful representation of $G$ is transversal. Hence $\mathrm{w}_{\text {alg }}(G) \geq n-(d+1)=$ $|V(H)|-d=\mathrm{w}_{\mathrm{alg}}(H)$.

Suppose that $H=G \backslash a b$, where $a b \in E$. We start with an optimal representation $i \mapsto \mathbf{u}_{i}$ of $H$, this satisfies the conditions

$$
\begin{equation*}
\mathbf{u}_{i}^{\top} \mathbf{u}_{j}=0 \quad(i j \in \bar{E}(H)) \tag{10.16}
\end{equation*}
$$

By transversality, for a sufficiently small $\varepsilon>0$, the system of equations

$$
\begin{align*}
& \mathbf{x}_{i}^{\top} \mathbf{x}_{j}=0 \quad(i j \in \bar{E}(H) \backslash a b)  \tag{10.17}\\
& \mathbf{x}_{a}^{\top} \mathbf{x}_{b}=\varepsilon \tag{10.18}
\end{align*}
$$

has a solution in $\mathbf{x}_{i} \in \mathbb{R}^{d}, i \in V$ such that $\left|\mathbf{u}_{i}-\mathbf{x}_{i}\right| \leq \varepsilon$ for all $i \in V$, and which is transversal with respect to the system 10.17 - 10.18 . If $\varepsilon$ is small enough, then this representation is a faithful orthogonal representation of $G$, and it is transversal with respect to 10.17 , showing that $\mathrm{w}_{\mathrm{alg}}(G) \geq n-d=\mathrm{w}_{\mathrm{alg}}(H)$.

The most complicated case is obtained when $H$ arises from $G$ by contracting an edge $a b$ to a node. It will be convenient to assume that $N(a) \cap N(b)=\emptyset$ (we can delete the edges connecting $b$ to $N(a)$; this does not change the contracted graph, and does not increase $\mathrm{w}_{\mathrm{alg}}(G)$, as we have just proved). Let $A=N(a) \backslash b$, $B=N(b) \backslash a$ and $R=V(H) \backslash A \backslash B$. We identify $b$ with the node of $H$ obtained by the contraction, and add a new isolated node $a$ to $H$, to obtain a graph $G^{\prime}$. We have $V\left(G^{\prime}\right)=V$, and $G^{\prime}$ is obtained from $G$ by shifting all ends of edges from $a$ to $b$ (Figure 10.8).


Figure 10.8. Minor monotonicity of the algebraic width

We start again with a faithful transversal orthogonal representation $\left(\mathbf{u}_{i}: i \in\right.$ $V(H))$ in dimension $d=|V(H)|-\mathrm{w}_{\mathrm{alg}}(H)$ of $H$, and want to construct a faithful transversal orthogonal representation of $G$ in dimension $d+1$. We start with constructing a vector labeling of $G^{\prime}$ in $\mathbb{R}^{d+1}$ :

$$
\mathbf{v}_{i}=\left\{\begin{array}{cl}
\binom{\mathbf{u}_{i}}{0}, & \text { if } i \neq a \\
\mathbf{e}_{d+1} & \text { if } i=a
\end{array}\right.
$$

We have seen above that this is a faithful transversal orthogonal representation of $G^{\prime}$. By the Implicit Function Theorem, for a sufficiently small $\varepsilon>0$ there is a vector labeling $\left(\mathbf{z}_{i}: i \in V\right)$ such that $\mathbf{z}_{i}$ is arbitrarily close to $\mathbf{v}_{i}$, and $\mathbf{z}$ is a transversal solution of the system of equations

$$
\begin{align*}
\mathbf{z}_{i}^{\top} \mathbf{z}_{j}=0 & (i j \in \bar{E}(H) \text { or } i=a, j \in B \cup R),  \tag{10.19}\\
\mathbf{z}_{a}^{\top} \mathbf{z}_{j}-\varepsilon \mathbf{z}_{b}^{\top} \mathbf{z}_{j}=0 & (j \in A) . \tag{10.20}
\end{align*}
$$

Define another vector labeling of $V$ by

$$
\mathbf{w}_{i}= \begin{cases}\mathbf{z}_{a}-\varepsilon \mathbf{z}_{b}, & \text { if } i=b \\ \mathbf{z}_{i}, & \text { otherwise }\end{cases}
$$

We claim that $\left(\mathbf{w}_{i}: i \in V\right)$ is an orthogonal representation of $G$. Let $i j \in \bar{E}(G)$. If $i, j \neq b$, then $\mathbf{w}_{i}^{\top} \mathbf{w}_{j}=0$ follows immediately from 10.19. If (say) $i=b$ and $j \in R$, then

$$
\mathbf{w}_{b}^{\top} \mathbf{w}_{j}=\left(\mathbf{z}_{a}-\varepsilon \mathbf{z}_{b}\right)^{\top} \mathbf{z}_{j}=\mathbf{z}_{a}^{\top} \mathbf{z}_{j}-\varepsilon \mathbf{z}_{b}^{\top} \mathbf{z}_{j}=0
$$

by 10.19). Finally, if $i=b$ and $j \in A$, then

$$
\mathbf{w}_{b}^{\top} \mathbf{w}_{j}=\left(\mathbf{z}_{a}-\varepsilon \mathbf{z}_{b}\right)^{\top} \mathbf{z}_{j}=0
$$

by 10.20 .
Second, we show that $\mathbf{w}$ is faithful, if $\varepsilon$ is small enough, i.e., $\mathbf{w}_{i}^{\top} \mathbf{w}_{j} \neq 0$ for all $i j \in E$. If $i, j \neq a, b$, then this is clear, since $\mathbf{w}_{i}^{\top} \mathbf{w}_{j} \approx \mathbf{v}_{i}^{\top} \mathbf{v}_{j}=\mathbf{u}_{i}^{\top} \mathbf{u}_{j} \neq 0$ (the error at the $\approx \operatorname{sign}$ can be made arbitrarily small). If $i j=a b$, then $\mathbf{w}_{i}^{\top} \mathbf{w}_{j}=\mathbf{w}_{a}^{\top} \mathbf{w}_{b}=$ $\mathbf{z}_{a}^{\top} \mathbf{z}_{a}-\varepsilon \mathbf{z}_{a}^{\top} \mathbf{z}_{b} \neq 0$ if $\varepsilon$ is small enough. If $i=a$ and $j \in A$, then $\mathbf{w}_{a}^{\top} \mathbf{w}_{j}=\varepsilon \mathbf{z}_{i}^{\top} \mathbf{z}_{b} \neq 0$ (since $i c \in E(H)$ ). If $i=b$ and $j \in B$, then $\mathbf{w}_{b}^{\top} \mathbf{w}_{j}=\left(\mathbf{z}_{a}-\varepsilon \mathbf{z}_{c}\right)^{\top} \mathbf{z}_{j}=\varepsilon \mathbf{z}_{c}^{\top} \mathbf{z}_{j} \approx$ $\varepsilon \mathbf{v}_{c}^{\top} \mathbf{v}_{j}=\varepsilon \mathbf{u}_{c}^{\top} \mathbf{u}_{j} \neq 0$.

Finally, we show that $\left(\mathbf{w}_{i}: i \in V\right)$ is transversal (as an orthogonal representation of $G$ ), if $\varepsilon$ is small enough. Suppose that there exists a nontrivial linear combination

$$
f(\mathbf{x})=\sum_{i j \in \bar{E}} X_{i j} \mathbf{x}_{i}^{\top} \mathbf{x}_{j}
$$

of the orthogonality conditions such that $\mathbf{w}$ is a stationary point of the function $f$. The substitution

$$
\mathbf{x}_{i}= \begin{cases}\mathbf{y}_{a}-\varepsilon \mathbf{y}_{b}, & \text { if } i=b \\ \mathbf{y}_{i}, & \text { otherwise }\end{cases}
$$

maps $\mathbf{w}$ onto $\mathbf{z}$, and it turns $f$ into the function

$$
\begin{aligned}
g(\mathbf{y}) & =\sum_{\substack{i j \in \bar{E} \\
i, j \neq b}} X_{i j} \mathbf{y}_{i}^{\top} \mathbf{y}_{j}+\sum_{j \in A \cup R} X_{b j}\left(\mathbf{y}_{a}-\varepsilon \mathbf{y}_{b}\right)^{\top} \mathbf{y}_{j} \\
& =\sum_{\substack{i j \in \bar{E} \\
i, j \neq b}} X_{i j} \mathbf{y}_{i}^{\top} \mathbf{y}_{j}+\sum_{j \in R} X_{b j} \mathbf{y}_{a}^{\top} \mathbf{y}_{j}-\varepsilon \sum_{j \in R} X_{b j} \mathbf{y}_{b}^{\top} \mathbf{y}_{j}+\sum_{j \in A} X_{b j}\left(\mathbf{y}_{a}-\varepsilon \mathbf{y}_{b}\right)^{\top} \mathbf{y}_{j} .
\end{aligned}
$$

The function $g$ is a linear combination of the left hand sides of the equations 10.19(10.20), and $\mathbf{z}$ is a stationary point of this linear combination. Since $\mathbf{z}$ is transversal, this linear combination must be trivial. The last sum is the only one where the functions $\left(\mathbf{y}_{a}-\varepsilon \mathbf{y}_{b}\right)^{\top} \mathbf{y}_{j}(j \in A)$ are used, and hence $X_{b j}=0$ for $j \in A$. Similarly, the third sum gives that $X_{b j}=0$ for $j \in R$. This means that all coefficients in the second sum are 0 . This leaves us with the first sum, so all coefficients there must be 0 as well. But this is a contradiction, since $f(\mathbf{x})$ was assumed to be a nontrivial linear combination.
10.5.4. Algebraic width, treewidth and connectivity. We start with surveying several minor-monotone graph parameters related to connectivity.

The connectivity of a minor of a graph can be larger than the connectivity of the graph itself. (A trivial example is a subdivision of a highly connected graph, which is only 2 -connected, but by edge contraction we get the original graph as a minor.) Thus it makes sense to define the monotone connectivity $\kappa_{\operatorname{mon}}(G)$ of a graph $G$ as the maximum connectivity of any minor of $G$.

Tree-width was introduced in Robertson-Seymour 1984 as an important element in their graph minor theory. We try to decompose our graph $G$ as the union of subgraphs $G_{i}$, which are indexed by the nodes of a tree $T$, with the following property: if $i, j, k$ are three nodes of $T$ and $j$ lies on the path between $i$ and $k$, then $V\left(G_{i}\right) \cap V\left(G_{k}\right) \subseteq V\left(G_{j}\right)$. Such a family is called a tree-decomposition of the graph $G$. The tree-width of a graph $G$ is the smallest integer $k$ for which $G$ has a tree-decomposition into parts with at most $k+1$ nodes. It is not hard to see that $\kappa(G) \leq \mathrm{w}_{\mathrm{tr}}(G)$, which implies

$$
\begin{equation*}
\kappa_{\mathrm{mon}}(G) \leq \mathrm{w}_{\mathrm{tr}}(G) \tag{10.21}
\end{equation*}
$$

A closely related parameter, which we call the product-width $\mathrm{w}_{\mathrm{pr}}(G)$ of a graph $G$, was also defined in Colin de Verdière 1998a. This is the smallest positive integer $r$ for which $G$ is a minor of a Cartesian product $K_{r} \square T$, where $T$ is a tree. The reason why we consider the product width a "connectivity-related" parameter is that it is almost equal to treewidth:

$$
\begin{equation*}
\mathrm{w}_{\mathrm{tr}}(G) \leq \mathrm{w}_{\mathrm{pr}}(G) \leq \mathrm{w}_{\mathrm{tr}}(G)+1 \tag{10.22}
\end{equation*}
$$

The lower bound was proved in van der Holst 1996, the upper, in Colin de Verdière 1998a. The proof of these inequalities is left to the reader as a (not quite easy) exercise.

Monotone connectivity, product width and treewidth are minor-monotone graph parameters; this is trivial for the first two, and well known for treewidth. It is easy to verify that a graph is a forest if and only if either one of these parameters is at most 1 .

So far, we have discussed connectivity-type graph parameters; now we relate them to the algebraic width, which will be sandwiched between two of them:

Theorem 10.34. For every graph $G$,

$$
\kappa_{\mathrm{mon}}(G) \leq \mathrm{w}_{\mathrm{alg}}(G) \leq \mathrm{w}_{\mathrm{pr}}(G)
$$

The upper bound was proved in Colin de Verdière 1998a, while the lower bound is an easy consequence of the results in Section 10.3

Proof. Let $H$ be a minor of $G$ with largest connectivity. Using (10.14) and the fact that $\mathrm{w}_{\mathrm{alg}}(G)$ is minor-monotone, we get the first inequality:

$$
\kappa_{\mathrm{mon}}(G)=\kappa(H) \leq \mathrm{w}_{\mathrm{alg}}(H) \leq \mathrm{w}_{\mathrm{alg}}(G)
$$

To prove the second, we use again the minor-monotonicity of $\mathrm{w}_{\mathrm{alg}}(G)$ : it suffices to prove that

$$
\begin{equation*}
\mathrm{w}_{\mathrm{alg}}\left(K_{r} \square T\right) \leq r \tag{10.23}
\end{equation*}
$$

for any $r \geq 1$ and tree $T$. Note that if $T$ has at least two nodes, then $K_{r+1}$ can be obtained as a minor of $K_{r} \square T$, and hence $\mathrm{w}_{\mathrm{alg}}\left(K_{r} \square T\right) \geq \mathrm{w}_{\mathrm{alg}}\left(K_{r+1}\right)=r$ by the minor monotonicity of algebraic width. So for every tree $T$ with at least one edge, inequality 10.23 holds with equality.

Inequality (10.23) says that the minimum dimension in which $K_{r} \square T$ has a faithful transversal orthogonal representation is at least $(n-1) r$, where $n=|V(T)|$. In the argument below, we only need the faithfulness of the representation, transversality is not used in this part. Using Proposition 10.18, it suffices to show that $K_{r} \square T$ has an almost stable set of size $(n-1) r$. We claim that for any node $u \in V(T)$, the subset $S=(V(T) \backslash u) \times V\left(K_{r}\right)$ is almost stable.

Let $H$ be a connected subgraph of $\left(K_{r} \square T\right)[S]$. Considering $u$ as the root of $T$, let $v$ be a node of $T$ closest to $u$ such that $H$ contains a node from $\{v\} \times V\left(K_{r}\right)$. Note that all nodes of $H$ are contained in sets $\{w\} \times V\left(K_{r}\right)$ where $w=v$ or $w$ is a descendant of $v$. Let $(v, i)$ be a node of $H$, and let $v^{\prime}$ be the parent of $v$ in $T$. Then $\left(v^{\prime}, i\right)$ is a node of $K_{r} \square T$ adjacent to $(v, i)$, but to no other node of $H$. This proves that $S$ is almost stable, and thus completes the proof of the theorem.

For small values, equality holds in Theorem 10.34 this was proved in van der Holst 1996 and in Kotlov 2000.

Proposition 10.35. Let $G$ be a graph with at least one edge. If $\mathrm{w}_{\mathrm{alg}}(G) \leq 2$, then $\kappa_{\text {mon }}(G)=\mathrm{w}_{\mathrm{alg}}(G)=\mathrm{w}_{\mathrm{pr}}(G)$.

Proof. Using Theorem 10.34 (an easy special case) and the remark above about forests, we get

$$
\mathrm{w}_{\mathrm{alg}}(G)=1 \Longrightarrow \kappa_{\mathrm{mon}}(G)=1 \Longrightarrow G \text { is a forest } \Longrightarrow \mathrm{w}_{\mathrm{pr}}(G)=1 \Longrightarrow \mathrm{w}_{\mathrm{alg}}(G)=1,
$$

and this proves the assertion for $\mathrm{w}_{\mathrm{alg}}(G)=1$. Suppose that $\mathrm{w}_{\mathrm{alg}}(G)=2$, then $\kappa_{\text {mon }}(G) \leq 2$ by Theorem 10.34 . Furthermore, neither $K_{4}$ nor the graph $\Delta_{3}$ in Example 10.23 is a minor of $G$, since $\mathrm{w}_{\mathrm{alg}}\left(K_{4}\right)=\mathrm{w}_{\mathrm{alg}}\left(\Delta_{3}\right)=3$.

By Exercise 10.13 , $G$ satisfies $\mathrm{w}_{\mathrm{pr}}(G) \leq 2$. We must have equality, since otherwise $\mathrm{w}_{\mathrm{alg}}(G)=1$ would follow.

A planar graph has $\kappa_{\text {mon }}(G) \leq 5$ (since every simple minor of it is planar and hence it has a node with degree at most 5 ). Since planar graphs can have arbitrarily large algebraic width (see Exercise 10.15), the first inequality in Theorem 10.34 can be arbitrarily far from equality: no function of $\kappa_{\text {mon }}$ bounds $w_{\text {alg }}$ from above.

The following example from van der Holst 1996 shows that in general, equality does not hold in the upper bound in Theorem 10.34 either.

Example 10.36 (Wagner graph). Consider the Wagner graph $W_{8}$ obtained from the cycle $C_{8}$ by adding its longest diagonals. Then $\kappa_{\text {mon }}\left(W_{8}\right)=\mathrm{w}_{\mathrm{alg}}\left(W_{8}\right)=3$ and $\mathrm{w}_{\mathrm{tr}}\left(W_{8}\right)=\mathrm{w}_{\mathrm{pr}}\left(W_{8}\right)=4$. These facts take some work to verify, especially the value of the algebraic width.

As a weak converse of the inequality $\mathrm{w}_{\mathrm{alg}} \leq \mathrm{w}_{\mathrm{pr}}$ in Theorem 10.34 the product width (or tree-width) is bounded by some function of the algebraic width: For every graph $G$, we have

$$
\begin{equation*}
\mathrm{w}_{\mathrm{pr}}(G)=O\left(\mathrm{w}_{\mathrm{alg}}(G)^{20}\right) \tag{10.24}
\end{equation*}
$$

indeed, Example 10.32 implies that $G$ cannot contain the triangular grid $\Delta_{w_{\text {alg }}(G)+1}$ as a minor. A basic result of graph minor theory Robertson-Seymour 1986 says that the treewidth of such a graph is bounded by an appropriate function of the grid size. The bound used in 10.24 was proved in Chuzoy 2016.

### 10.6. The variety of orthogonal representations

In this section we take a global view of all orthogonal representations of a graph in $\mathbb{R}^{d}$. For small values of $d$, several of our considerations might be easier to follow in terms of the complementary graph $\bar{G}$. In particular, $G$ is $(n-d)$-connected if and only if $\bar{G}$ does not contain a complete bipartite graph on $d+1$ nodes (i.e., a complete bipartite graph $K_{a, b}$ with $\left.a, b \geq 1, a+b=d+1\right)$.

Let $G$ be a simple graph on $n$ nodes, which are labeled $1, \ldots, n$. Every vector labeling $i \mapsto \mathbf{v}_{i} \in \mathbb{R}^{d}$ can be considered as a point in $\mathbb{R}^{d n}$, and orthogonal representations of $G$ in $\mathbb{R}^{d}$ form an algebraic variety $\mathcal{O} \mathcal{R}_{d}(G) \subseteq \mathbb{R}^{d n}$, defined by the equations

$$
\begin{equation*}
\mathbf{u}_{i}^{\top} \mathbf{u}_{j}=0 \quad(i j \in \bar{E}) . \tag{10.25}
\end{equation*}
$$

We could consider orthonormal representations, whose variety is defined by the equations

$$
\begin{equation*}
\mathbf{u}_{i}^{\top} \mathbf{u}_{i}=1 \quad(i \in V), \quad \mathbf{u}_{i}^{\top} \mathbf{u}_{j}=0 \quad(i j \in \bar{E}) \tag{10.26}
\end{equation*}
$$

The set of orthogonal representations of $G$ that are not in general position also forms an algebraic variety: we only have to add to 10.25 the equation

$$
\begin{equation*}
\prod_{1 \leq i_{1}<\cdots<i_{d} \leq n} \operatorname{det}\left(\mathbf{u}_{i_{1}}, \ldots, \mathbf{u}_{i_{d}}\right)=0 \tag{10.27}
\end{equation*}
$$

Similarly, the set of orthogonal representations that are not in locally general position form a real algebraic variety. The set $\mathcal{G \mathcal { O }} \mathcal{R}_{d}(G)$ of general position orthogonal representations of $G$ in $\mathbb{R}^{d}$, as well as the set $\mathcal{L O} \mathcal{R}_{d}(G)$ of locally general position orthogonal representations of $G$, are semialgebraic.

Let us a look at some examples showing the complications (or interesting features, depending on your point of view) of the variety of orthogonal representations of a graph.

Example 10.37. Consider the graph $\bar{K}_{2}$ consisting of two isolated nodes. Every orthogonal representation of this graph consists of two orthogonal vectors. It follows that in dimension $d=1$, one of the labels must be 0 ; the other one is arbitrary. So the variety of orthogonal representations decomposes into two subvarieties, which
intersect at the point $(0,0)$. This graph has no orthonormal representation in dimension 1.

For $d=2$, we look at pairs $\left(\mathbf{u}_{1}, \mathbf{u}_{2}\right)$ of orthogonal vectors. In the orthonormal case, this implies that $\mathbf{u}_{2}$ arises from $\mathbf{u}_{1}$ by rotation of $90^{\circ}$ either in the positive or in the negative direction. In other words, either $\left(\mathbf{u}_{1}\right)_{1}=\left(\mathbf{u}_{2}\right)_{2}$ and $\left(\mathbf{u}_{1}\right)_{2}=-\left(\mathbf{u}_{2}\right)_{1}$, or $\left(\mathbf{u}_{1}\right)_{1}=-\left(\mathbf{u}_{2}\right)_{2}$ and $\left(\mathbf{u}_{1}\right)_{2}=\left(\mathbf{u}_{2}\right)_{1}$. So the variety of orthonormal representations decomposes into two algebraic varieties. It is not hard to see that these two are irreducible.

Considering, more generally, orthogonal representations in the plane, their variety decomposes into two semialgebraic sets in a natural way, depending on the $\operatorname{sign}$ of $\operatorname{det}\left(\mathbf{u}_{1}, \mathbf{u}_{2}\right)$. These two semialgebraic sets intersect in the set of degenerate labelings $\left\{\left(\mathbf{u}_{1}, \mathbf{u}_{2}\right): \mathbf{u}_{1}=0\right.$ or $\left.\mathbf{u}_{2}=0\right\}$. These two semialgebraic sets are not algebraic however.

For $d>2$, both varieties (orthogonal and orthonormal representations) are indecomposable. Orthonormal representations of $\bar{K}_{n}$ in $\mathbb{R}^{d}$ form the Stiefel manifold of $n$-frames in $\mathbb{R}^{d}$.

Example 10.38. Let us look at the structure of orthogonal representations of an arbitrary graph $G$ in one dimension. We have a single variable $x_{i}$ assigned to each node $i$, and the orthogonality conditions say that $x_{i} x_{j}=0$ for $i j \in \bar{E}$. This is trivially equivalent to saying that the support of the vector $x=\left(x_{i}: i \in V\right)$ is a clique. So this variety decomposes into as many subvarieties as the number of maximal cliques.

This shows that the variety of orthogonal representations can have a very complex structure even in the smallest dimension. For example, the dimension of this variety is $\omega(G)$, an NP-hard quantity.

Example 10.39. Our last example is nontrivial, and it will play an important role later in this section. Let $Q^{3}$ denote the graph of the (ordinary) 3-dimensional cube. Note that $Q^{3}$ is bipartite; let $A=\left\{a_{1}, a_{2}, a_{3}, a_{4}\right\}$ and $B=\left\{b_{1}, b_{2}, b_{3}, b_{4}\right\}$ be its color classes. The indices are chosen so that $a_{i}$ is opposite to $b_{i}$ (Figure 10.9 (a)).

Since $Q^{3}$ contains neither $K_{1,4}$ nor $K_{2,3}$, the graph $\overline{Q^{3}}$ is 4-connected, and hence it has a general position orthogonal representation in $\mathbb{R}^{4}$. This is in fact easy to construct. Choose any four linearly independent vectors $\mathbf{x}_{1}, \ldots, \mathbf{x}_{4}$ to represent $a_{1}, \ldots, a_{4}$, then the vector $\mathbf{y}_{i}$ representing $b_{i}$ is uniquely determined (up to scaling) by the condition that it has to be orthogonal to the three vectors $\mathbf{x}_{j}, j \neq i$. It follows from Theorem 10.10 that for almost all choices of $\mathbf{x}_{1}, \ldots, \mathbf{x}_{4}$, the orthogonal representation obtained this way is in general position.

For bipartite graphs $G$, we can think of orthogonal representations of $\bar{G}$ in $\mathbb{R}^{d}$ in another way. Vectors representing one bipartition class can be thought of as homogeneous coordinates of points in projective $(d-1)$-space, while vectors in the other class can be thought of as homogeneous coordinates of planes. Orthogonality is then translated to incidence. So to construct a general position orthogonal representation of $\overline{Q^{3}}$ in $\mathbb{R}^{4}$, we need four points in general position in 3 -space, and four planes, each going through exactly three of these points. In other words, we get the vertices and faces of a tetrahedron (Figure 10.9 (b)).

We show that every orthogonal representation of this graph in general position satisfies a certain algebraic equation. Let $\mathbf{x}_{i}^{\prime}$ denote the orthogonal projection of $\mathbf{x}_{i}$ onto the first two coordinates, and let $\mathbf{y}_{i}^{\prime}$ denote the orthogonal projection of $\mathbf{y}_{i}$


Figure 10.9. (a) The cube as bipartite graph. (b) An orthogonal representation in general position, depicted as a tetrahedron in projective 3 -space. The homogeneous coordinates of the vertices represent one color class, those of the facets represent the other. (c) A degenerate orthogonal representation.
onto the third and fourth coordinates. We claim that

$$
\begin{equation*}
\frac{\operatorname{det}\left(\mathbf{x}_{1}^{\prime}, \mathbf{x}_{3}^{\prime}\right) \operatorname{det}\left(\mathbf{x}_{2}^{\prime}, \mathbf{x}_{4}^{\prime}\right)}{\operatorname{det}\left(\mathbf{x}_{1}^{\prime}, \mathbf{x}_{4}^{\prime}\right) \operatorname{det}\left(\mathbf{x}_{2}^{\prime}, \mathbf{x}_{3}^{\prime}\right)}=\frac{\operatorname{det}\left(\mathbf{y}_{1}^{\prime}, \mathbf{y}_{3}^{\prime}\right) \operatorname{det}\left(\mathbf{y}_{2}^{\prime}, \mathbf{y}_{4}^{\prime}\right)}{\operatorname{det}\left(\mathbf{y}_{1}^{\prime}, \mathbf{y}_{4}^{\prime}\right) \operatorname{det}\left(\mathbf{y}_{2}^{\prime}, \mathbf{y}_{3}^{\prime}\right)} \tag{10.28}
\end{equation*}
$$

Before proving 10.28 , we remark that in a geometric language, this equation says the following: Let $\ell$ be a line in projective 3 -space that intersects the planes of the faces of a tetrahedron $T$ at four distinct points $\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}$. Let $\Sigma_{1}, \Sigma_{2}, \Sigma_{3}, \Sigma_{4}$ be the four planes spanned by $\ell$ and the vertices of $T$, indexed so that the face defining $\mathbf{x}_{i}$ is opposite to the vertex defining $\Sigma_{i}$. Then the cross ratios $\left(\mathbf{x}_{1}: \mathbf{x}_{2}:\right.$ $\left.\mathbf{x}_{3}: \mathbf{x}_{4}\right)$ and $\left(\Sigma_{1}: \Sigma_{2}: \Sigma_{3}: \Sigma_{4}\right)$ are equal (see Appendix A.4).

To prove 10.28 , we may assume that $\mathbf{x}_{i}^{\top} \mathbf{y}_{i}=1$ for $i=1, \ldots, 4$. This can be done, since $\mathbf{x}_{i}^{\mid} \mathbf{y}_{i} \neq 0$ (else, $\mathbf{x}_{1}, \ldots, \mathbf{x}_{4}$ would all be contained in the 3 -space orthogonal to $\mathbf{y}_{i}$, contradicting the assumption that the representation is in general position), and the equation is invariant under scaling. This means that the $4 \times 4$ matrices $X=\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right)$ and $Y=\left(\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}, \mathbf{y}_{4}\right)$ satisfy $X^{\top} Y=I$. By the well-known relationship between the subdeterminants of inverse matrices, we have

$$
\operatorname{det}\left(\mathbf{x}_{1}^{\prime}, \mathbf{x}_{3}^{\prime}\right)=\operatorname{det}(X) \operatorname{det}\left(\mathbf{y}_{2}^{\prime}, \mathbf{y}_{4}^{\prime}\right)
$$

and similarly for the other determinants in 10.28). Substituting these values, we get 10.28 after simplification.

There is another type of orthogonal representation of this graph, in which the elements of $U$ are represented by vectors $\mathbf{x}_{1}, \ldots, \mathbf{x}_{4}$ in a linear subspace $L$ of $\mathbb{R}^{4}$ and the elements of $W$ are represented by vectors $\mathbf{y}_{1}, \ldots, \mathbf{y}_{4}$ in the orthogonal complement $L^{\perp}$ of $L$. Clearly, this is an orthogonal representation for any choice of the representing vectors in these subspaces. This representation is never faithful.

As a special case, we can choose 4 vectors $\mathbf{x}_{i}$ in the plane spanned by the first two coordinates, and 4 vectors $\mathbf{y}_{i}$ in the plane spanned by the third and fourth coordinates. Since these choices are independent, equation 10.28 will not hold in general. (In the projective representation, we get four collinear points and four planes incident with their line; Figure 10.9 (c)).

It follows from these arguments that the equation

$$
\begin{aligned}
\operatorname{det}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right) & \left(\operatorname{det}\left(\mathbf{x}_{1}^{\prime}, \mathbf{x}_{3}^{\prime}\right) \operatorname{det}\left(\mathbf{x}_{2}^{\prime}, \mathbf{x}_{4}^{\prime}\right) \operatorname{det}\left(\mathbf{y}_{1}^{\prime}, \mathbf{y}_{4}^{\prime}\right) \operatorname{det}\left(\mathbf{y}_{2}^{\prime}, \mathbf{y}_{3}^{\prime}\right)\right. \\
& \left.-\operatorname{det}\left(\mathbf{x}_{1}^{\prime}, \mathbf{x}_{4}^{\prime}\right) \operatorname{det}\left(\mathbf{x}_{2}^{\prime}, \mathbf{x}_{3}^{\prime}\right) \operatorname{det}\left(\mathbf{y}_{2}^{\prime}, \mathbf{y}_{4}^{\prime}\right) \operatorname{det}\left(\mathbf{y}_{1}^{\prime}, \mathbf{y}_{3}^{\prime}\right)\right)=0
\end{aligned}
$$

is satisfied by every orthogonal representation, but the first factor is nonzero for the orthogonal representations in general position, while the second is nonzero for almost all of those of the second type. So the variety $\mathcal{O} \mathcal{R}_{d}\left(\overline{Q^{3}}\right)$ is reducible.
10.6.1. $G$-orthogonalization revisited. For any graph $G$ with ordered nodes, and any vector labeling $\mathbf{x} \in \mathbb{R}^{d \times V}$, the $G$-orthogonalization procedure described in Section 10.3 .1 assigns an orthogonal representation $\Phi \mathbf{x} \in \mathbb{R}^{d \times V}$. The mapping $\Phi: \mathbb{R}^{d \times V} \rightarrow \mathbb{R}^{d \times V}$ is well-defined, and it is a retraction: if $\mathbf{x}$ itself is an orthogonal representation, then $\Phi \mathbf{x}=\mathbf{x}$. In particular, the range of $\Phi$ is just $\mathcal{O} \mathcal{R}_{d}(G)$. But the map $\Phi$ is not necessarily continuous (check Example 10.37).

We can modify this procedure so that we get vectors whose coordinates are polynomials of the original coordinates. Given $\mathbf{x} \in \mathbb{R}^{d \times V}$, we define the vectors $\mathbf{z}_{j} \in \mathbb{R}^{d}$ recursively by

$$
\mathbf{z}_{j}=\left|\begin{array}{cccc}
\mathbf{x}_{j} & \mathbf{z}_{i_{1}} & \ldots & \mathbf{z}_{i_{r}}  \tag{10.29}\\
\mathbf{z}_{i_{1}}^{\top} \mathbf{x}_{j} & \mathbf{z}_{i_{1}}^{\top} \mathbf{z}_{i_{1}} & \ldots & \mathbf{z}_{i_{1}}^{\top} \mathbf{z}_{i_{r}} \\
\vdots & \vdots & & \vdots \\
\mathbf{z}_{i_{r}}^{\top} \mathbf{x}_{j} & \mathbf{z}_{i_{r}}^{\top} \mathbf{z}_{i_{1}} & \ldots & \mathbf{z}_{i_{r}}^{\top} \mathbf{z}_{i_{r}}
\end{array}\right|,
$$

where $\bar{N}(j) \cap[j]=\left\{i_{1}, \ldots, i_{r}\right\}$. (In this compact notation, the first row consists of vectors, the later rows consist of numbers. Expanding the determinant gives a meaningful expression.) This defines a map $\Psi: \mathbf{x} \mapsto \mathbf{z}$.

Obviously, $\mathbf{z}_{j}$ is a linear combination

$$
\begin{equation*}
\mathbf{z}_{j}=\alpha_{j} \mathbf{x}_{j}+\sum_{t=1}^{r} \beta_{j, t} \mathbf{z}_{i_{t}} \tag{10.30}
\end{equation*}
$$

and it is orthogonal to $\mathbf{z}_{i_{1}}, \ldots, \mathbf{z}_{i_{r}}$, since taking inner product with any of these vectors, we get a determinant with two equal rows. It follows that $\mathbf{z}$ is an orthogonal representation of $G$ for every $\mathbf{x} \in \mathbb{R}^{d \times V}$. It also follows by induction on $j$ that each entry of each $\mathbf{z}_{j}$ is a polynomial in the coordinates of $\mathbf{x}$.

We want to compare the vectors $\mathbf{z}$ with the vectors $\mathbf{y}=\Phi \mathbf{x}$. The following lemma sums up some simple properties of this modified $G$-orthogonalization procedure.

Lemma 10.40. With the notation above, $\mathbf{z}_{j}=0$ if and only if $\mathbf{x}_{j}, \mathbf{z}_{i_{1}}, \ldots, \mathbf{z}_{i_{r}}$ are linearly dependent. The vector $\mathbf{z}_{j}$ is a nonnegative scalar multiple of $\mathbf{y}_{j}$.

Proof. If $\mathbf{x}_{j}, \mathbf{z}_{i_{1}}, \ldots, \mathbf{z}_{i_{r}}$ are linearly dependent (in particular, if either one of them is zero), then $\mathbf{z}_{j}=0$, since the columns of the determinant 10.29) are linearly
dependent. If $\mathbf{x}_{j}, \mathbf{z}_{i_{1}}, \ldots, \mathbf{z}_{i_{r}}$ are linearly independent, then the linear combination as in 10.30 is unique, and

$$
\alpha_{j}=\left|\begin{array}{ccc}
\mathbf{z}_{i_{1}}^{\top} \mathbf{z}_{i_{1}} & \ldots & \mathbf{z}_{i_{1}}^{\top} \mathbf{z}_{i_{r}} \\
\vdots & & \vdots \\
\mathbf{z}_{i_{r}}^{\top} \mathbf{z}_{i_{1}} & \ldots & \mathbf{z}_{i_{r}}^{\top} \mathbf{z}_{i_{r}}
\end{array}\right|>0
$$

so $\mathbf{z}_{j} \neq 0$.
For the second assertion, we prove by induction on $j$ that if $\mathbf{z}_{j} \neq 0$, then $\mathbf{z}_{j}=\alpha_{j} \mathbf{y}_{j}$. We know by the first assertion of the lemma that $\mathbf{z}_{i_{t}} \neq 0$ for $1 \leq t \leq r$, and hence $\mathbf{z}_{i_{t}}=\alpha_{i_{t}} \mathbf{y}_{i_{t}}$ by induction. It follows that $\mathbf{z}_{j}$ is orthogonal to $\mathbf{y}_{i_{1}}, \ldots, \mathbf{y}_{i_{r}}$, and

$$
\frac{1}{\alpha_{j}} \mathbf{z}_{j}=\mathbf{x}_{j}+\sum_{t=1}^{r} \frac{\beta_{j, t} \alpha_{i_{t}}}{\alpha_{j}} \mathbf{y}_{i_{t}}
$$

Since these properties determine $\mathbf{y}_{j}$, we get that $\left(1 / \alpha_{j}\right) \mathbf{z}_{j}=\mathbf{y}_{j}$.
Suppose that we scale one of the vectors $\mathbf{x}_{j}$ by a scalar $\lambda_{j} \neq 0$. From the orthogonalization procedure we see that $\mathbf{y}_{i}$ does not change for $i \neq j$, and $\mathbf{y}_{j}$ is scaled by $\lambda_{j}$. Trivially, the vectors $\mathbf{z}_{i}$ do not change for $i<j$, and $\mathbf{z}_{j}$ will be scaled by $\lambda_{j}$. The vectors $\mathbf{z}_{i}$ with $i>j$ change by appropriate factors that are powers of $\lambda_{j}$. It follows that if we want to scale each $\mathbf{z}_{j}$ by some given scalar $\lambda_{j} \neq 0$, then we can scale $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$ one by one to achieve that. As a consequence, we see that the range $\operatorname{Rng}(\Psi)$ is closed under rescaling each vector independently by a nonzero scalar.

Every orthogonal representation is a fixed point of $\Phi$, and so $\operatorname{Rng}(\Phi)=\mathcal{O} \mathcal{R}(G)$. The range of $\Psi$ depends on the ordering of the nodes: an orthogonal representation is in the range of $\Psi$ if and only if for every node with $\mathbf{z}_{j} \neq 0$ the vectors representing the nodes in $\bar{N}(j) \cap\{1, \ldots, j-1\}$ are linearly independent. We have

$$
\begin{equation*}
\operatorname{Rng}(\Psi) \subseteq \operatorname{Rng}(\Phi)=\mathcal{O} \mathcal{R}(G) \tag{10.31}
\end{equation*}
$$

and Example 10.39 shows that equality may not hold even for $(n-d)$-connected graphs.

Every orthogonal representation in locally general position is in the range of $\Psi$, so we have $\mathcal{G O R}(G) \subseteq \mathcal{L O} \mathcal{R}(G) \subseteq \operatorname{Rng}(\Psi)$. This is uninteresting if $G$ is not $(n-d)$-connected (in this case $\mathcal{G O \mathcal { R }}(G)=\mathcal{L O} \mathcal{R}(G)=\emptyset$ ). Let us assume that $G$ is $(n-d)$-connected, then $\Phi \mathbf{x}$ is in general position for almost all $\mathbf{x}$ by Lemma 10.12 , and hence so is $\Psi \mathbf{x}$. Since $\Psi$ is continuous, it follows that $\mathcal{G O} \mathcal{R}(G)$ is dense in the range of $\Psi$ for every ordering of the nodes, and so for every $(n-d)$-connected graph G,

$$
\begin{equation*}
\overline{\mathcal{G O R}(G)}=\overline{\mathcal{L O R}(G)}=\operatorname{Rng}(\Psi) \tag{10.32}
\end{equation*}
$$

10.6.2. Irreducibility. One may wonder whether various algebraic properties of the varieties $\mathcal{O} \mathcal{R}_{d}(G), \mathcal{G} \mathcal{O} \mathcal{R}_{d}(G)$ etc. have any combinatorial significance. The dimension of this variety may be interesting, but the fact that this is an NPhard quantity even in the simplest case when $d=1$ (Example 10.1) should warn as that this dimension my be intractable. In this section we address only one question, namely the irreducibility of $\mathcal{O} \mathcal{R}_{d}(G)$, which does have some interesting combinatorial aspects.

A set $A \subseteq \mathbb{R}^{N}$ is reducible if there exist two polynomials $p, q \in \mathbb{R}\left[x_{1}, \ldots, x_{N}\right]$ such that their product $p q$ vanishes on $A$, but neither $p$ nor $q$ vanishes on $A$;
equivalently, the polynomial ideal $\{p: p$ vanishes on $A\}$ is not a prime ideal. If an algebraic variety $A$ is reducible, then it is the union of two algebraic varieties that are both proper subvarieties, and therefore they can be considered "simpler".

Proposition 10.41. If $G$ is not $(n-d)$-connected, then the algebraic variety $\mathcal{O} \mathcal{R}_{d}(G)$ of its orthogonal representations is reducible.

Proof. In this case $G$ has no general position orthogonal representation in $\mathbb{R}^{d}$ by Theorem 10.9 . Hence equation 10.27 holds on $\mathcal{O} \mathcal{R}_{d}(G)$. On the other hand, none of the equations

$$
\operatorname{det}\left(\mathbf{v}_{i_{1}}, \ldots, \mathbf{v}_{i_{d}}\right)=0 \quad\left(1 \leq i_{1}<\cdots<i_{d} \leq n\right)
$$

holds everywhere on $\mathcal{O} \mathcal{R}_{d}(G)$, because

$$
\mathbf{v}_{j}= \begin{cases}\mathbf{e}_{k}, & \text { if } j=i_{k}, k=1, \ldots, d \\ 0, & \text { otherwise }\end{cases}
$$

is an orthogonal representation with $\operatorname{det}\left(\mathbf{v}_{i_{1}}, \ldots, \mathbf{v}_{i_{d}}\right) \neq 0$.
In the opposite direction, we show the following.
Proposition 10.42. For every graph $G$, the semialgebraic variety $\mathcal{G O}_{d}(G)$ of its orthogonal representations in general position is irreducible.

Proof. Recall that $\mathcal{G O} \mathcal{R}_{d}(G)$ is nonempty if and only if $G$ is $(n-d)$-connected, so the assertion is trivial unless $G$ is $(n-d)$-connected. Let $f$ and $g$ be two polynomials such that $f g$ vanishes on $\mathcal{G O} \mathcal{R}_{d}(G)$. Then $f g$ vanishes on the closure of $\mathcal{G O} \mathcal{R}_{d}(G)$; by 10.32 this means that $f g$ vanishes on the range of $\Psi$. In other words, $f(\Psi \mathbf{x}) g(\Psi \mathbf{x})$ vanishes for all $\mathbf{x} \in \mathbb{R}^{d \times V}$. Since $f(\Psi \mathbf{x})$ and $g(\Psi \mathbf{x})$ are polynomials in $\mathbf{x}$, it follows that either $f(\Psi \mathbf{x})$ or $g(\Psi \mathbf{x})$ vanishes identically; say the first occurs, then $f$ vanishes on $\operatorname{Rng}(\Psi)$, and hence also on $\mathcal{G \mathcal { O }} \mathcal{R}_{d}(G)$ by 10.32.

From now on, we assume that $G$ is $(n-d)$-connected. To exclude some trivial complications, we assume that $d<n$, so that $G$ is connected. Since this connectivity condition does imply a lot about orthogonal representations of $G$ in $\mathbb{R}^{d}$ by Theorem 10.9 we might expect that $\mathcal{O} \mathcal{R}_{d}(G)$ will be irreducible in this case. Example 10.39 shows that this is false in general, so Proposition 10.41 cannot be reversed. Our goal is to prove that, at least for $d \leq 4$, this is essentially the only counterexample. The case of higher dimensions remains open.
Theorem 10.43. Let $G$ be an $(n-d)$-connected graph, where $d \leq 4$. Then $\mathcal{G O} \mathcal{R}_{d}(G)$ is dense in $\mathcal{O} \mathcal{R}_{d}(G)$, and hence $\mathcal{O} \mathcal{R}_{d}(G)$ is irreducible, unless $d=4$ and $\bar{G}$ has a connected component that is the skeleton of the 3-cube.

To give the proof, we need some definitions (just for this section). We say that an orthogonal representation of a graph $G$ in $\mathbb{R}^{d}$ is exceptional if it does not belong to the topological closure of $\mathcal{G O}_{d}(G)$. A graph $G$ is exceptional, if it is has an exceptional orthogonal representation. (If $G$ is not $(n-d)$-connected, then every representation in $\mathcal{O} \mathcal{R}_{d}(G)$ is exceptional, but we are interested in the $(n-d)$-connected case.) By this definition, the set of exceptional orthogonal representations of $G$ in $\mathbb{R}^{d}$ is relatively open in $\mathcal{O} \mathcal{R}_{d}(G)$.

If an induced subgraph of a graph $G$ is exceptional, then so is $G$ itself: we can extend the exceptional representation of the induced subgraph to an orthogonal representation of the whole graph, and clearly this remains exceptional. (Note that
every induced subgraph $G^{\prime}$ is $\left(\left|V\left(G^{\prime}\right)\right|-d\right)$-connected.) A graph $G$ is minimally exceptional, if it is exceptional, but no proper induced subgraph of it is exceptional.

Let $\mathbf{x}$ and $\mathbf{y}$ be orthogonal representations of $G$ in $\mathbb{R}^{d}$. If we keep $\mathbf{x}$ fixed and make $\sum_{i}\left|\mathbf{y}_{i}-\mathbf{x}_{i}\right|$ small enough, then for every $S \subseteq V$ for which $\mathbf{x}(S)$ is linearly independent, so is $\mathbf{y}(S)$, while some of the linear dependencies among the $\mathbf{x}_{i}$ may be broken. We say that the orthogonal representation $\mathbf{x}$ is locally freest, if for every orthogonal representation $\mathbf{y}$ for which $\sum_{i}\left|\mathbf{y}_{i}-\mathbf{x}_{i}\right|$ is small enough, and every subset $S \subseteq V, \mathbf{x}(S)$ is linearly dependent if and only if $\mathbf{y}(S)$ is. Clearly every graph having an exceptional representation in $\mathbb{R}^{d}$ has a locally freest exceptional representation arbitrarily close to it. Equation 10.32 implies that if a locally freest orthogonal representation is in locally general position, then it is in general position.

The following lemma summarizes some useful properties of minimally exceptional graphs and their locally freest exceptional representations. When a graph $G$ and an orthogonal representation $\mathbf{x}$ are understood, we define $A_{u}=\operatorname{lin}(\mathbf{x}(\bar{N}(u)))$ for $u \in V$.

Lemma 10.44. Let $G$ be a minimally exceptional graph, and let $\mathbf{x}$ be a locally freest exceptional orthogonal representation of it.
(a) The complementary graph $\bar{G}$ is connected.
(b) For every $u \in V$, the set $\mathbf{x}(\bar{N}(u))$ is linearly dependent.
(c) Let $S \subseteq V$ and $u \in V \backslash S$. If $\mathbf{x}_{u} \in \operatorname{lin}(\mathbf{x}(S))$, then $A_{u}^{\perp} \subseteq \operatorname{lin}(\mathbf{x}(S))$.
(d) Any two vectors $\mathbf{x}_{u}$ are linearly independent, and $2 \leq \operatorname{dim}\left(A_{u}\right) \leq d-2$ for every node $u$. In particular, no node is represented by the zero vector.

Proof. (a) Suppose that $V(G)=V_{1} \cup V_{2}$ is a partition into nonempty sets so that every node in $V_{1}$ is adjacent to every node in $V_{2}$ in $G$. Consider any orthogonal representation $\mathbf{x}$ of $G$. Then the orthogonal representations of $\left.\mathbf{x}\right|_{V_{i}}$ of $G\left[V_{i}\right]$ are not exceptional, and so they can be approximated by general position orthogonal representations $\mathbf{y}_{i}$. Then $\mathbf{y}_{1} \cup \mathbf{y}_{2}$ is an orthogonal representation of $G$ which is in locally general position. By $10.32, \mathbf{y}_{1} \cup \mathbf{y}_{2}$ can be approximated by orthogonal representations in general position, so $\mathbf{x}$ is not exceptional.

It follows that no node of $\bar{G}$ is isolated, and since every node of $G$ has degree at least $n-d$, we get that $n \geq d+2$.
(b) Call a node $v \in V$ fat if $\mathbf{x}(\bar{N}(v))$ is linearly independent and slim otherwise. We want to prove that all nodes are slim. There must be at least one slim node (else, the representation is in locally general position and hence in general position, and not exceptional).

Suppose that $G$ has a slim node $i$ and a fat node $j$. Since $G$ is connected, we may choose $i$ and $j$ so that they are adjacent.

The representation $\mathbf{x}^{\prime}$ obtained by restricting $\mathbf{x}$ to $V(G \backslash j)$, is an orthogonal representation of $G^{\prime}=G \backslash j$, and hence there exists a $\mathbf{y}^{\prime} \in \mathcal{G \mathcal { O }} \mathcal{R}_{d}\left(G^{\prime}\right)$ arbitrarily close to $\mathbf{x}^{\prime}$. We can extend $\mathbf{y}^{\prime}$ to an orthogonal representation $\mathbf{y}$ of $G$; since $\mathbf{x}^{\prime}(\bar{N}(j))$ and $\mathbf{y}^{\prime}(\bar{N}(j))$ are linearly independent, we can choose $\mathbf{y}_{j}$ so that it is arbitrarily close to $\mathbf{x}_{j}$ if $\mathbf{y}^{\prime}$ is sufficiently close to $\mathbf{x}^{\prime}$.

This extended $\mathbf{y}$ is strictly locally freer than $\mathbf{x}$ : indeed, a fat node remains fat (if $\mathbf{x}^{\prime}$ and $\mathbf{y}^{\prime}$ are close enough), and (since any $d$ nodes different from $j$ are represented by linearly independent vectors) $j$ is fat in $\mathbf{y}$. This contradicts the assumption that $\mathbf{x}$ is locally freest.
(c) Clearly $\mathbf{x}_{u} \in A_{u}^{\perp}$. If $A_{u}^{\perp} \nsubseteq \operatorname{lin}(\mathbf{x}(S))$, then $A_{u}^{\perp}$ contains a vector $\mathbf{y}$ arbitrarily close to $\mathbf{x}_{u}$ but not in $\operatorname{lin}(\mathbf{x}(S))$. Replacing $\mathbf{x}_{u}$ by $\mathbf{y}$ we obtain another orthogonal representation of $G$ which is strictly freer than $\mathbf{x}$, contradicting the definition of locally freest representations.
(d) For every node $u,|\bar{N}(u)| \leq d-1$ and the vectors in $\mathbf{x}(\bar{N}(u))$ are linearly dependent by $(\mathrm{a})$, hence $\operatorname{dim}\left(A_{u}\right) \leq d-2$. Any two representing vectors must be linearly independent: if $\mathbf{x}_{u}=\lambda \mathbf{x}_{v}$, then by (b), $A_{u}^{\perp}$ is contained in the linear span of $\mathbf{x}_{v}$, which is impossible, since $\operatorname{dim}\left(A_{u}^{\perp}\right)=d-\operatorname{dim}\left(A_{u}\right) \geq 2$. Since $|N(u)| \geq n-d \geq$ 2 , this shows that $\operatorname{dim}\left(A_{u}\right) \geq 2$.

Using these facts about minimally exceptional graphs, we turn to the proof of the main theorem.

Proof of Theorem $\mathbf{1 0 . 4 3}$. We may assume that $G$ is a minimally exceptional graph with an exceptional orthogonal representation $\mathbf{x}$. We may assume that $\mathbf{x}$ is locally freest. Lemma 10.44 (d) implies that $2 \leq d-2$, which implies that in the case $d \leq 3$, no exceptional representations exist. Suppose that $d=4$, then Lemma 10.44 (d) implies that $\bar{G}$ is 3 -regular, and the subspaces $A_{v}$ defined above have $\operatorname{dim}\left(A_{v}\right)=2$. Any two vectors $\mathbf{x}_{u}(u \in \bar{N}(v))$ generate $A_{v}$, and thus the third element of $\mathbf{x}(\bar{N}(v))$ is linearly dependent on them.

Let $u$ and $v$ be nonadjacent nodes. Then $\mathbf{x}_{u} \in \operatorname{lin}(\mathbf{x}(\bar{N}(v) \backslash u))=A_{v}$, and so Lemma 10.44 (c) implies that $A_{u}^{\perp} \subseteq A_{v}$. Since these are 2-dimensional subspaces, it follows that $A_{u}=A_{v}^{\perp}$. Since $\bar{G}$ is connected, fixing any node $v$, the rest of the nodes fall into two classes: those with $A_{u}=A_{v}$ and those with $A_{u}=A_{v}^{\perp}$. This defines a bipartition $V=U \cup W$ of $\bar{G}$. By this argument, $\mathbf{x}(U)$ and $\mathbf{x}(W)$ span orthogonal 2-dimensional subspaces $L$ and $L^{\perp}$.

Let us try to replace $\mathbf{x}_{i}$ by $\mathbf{x}_{i}+\varepsilon \mathbf{y}_{i}$, where

$$
\mathbf{y}_{i} \in \begin{cases}L^{\perp}, & \text { if } i \in U  \tag{10.33}\\ L, & \text { if } i \in W\end{cases}
$$

(so the modifying vector $\mathbf{y}_{i}$ is orthogonal to $\mathbf{x}_{i}$ ), and $\varepsilon$ is sufficiently small. Let us assume that the vectors $\mathbf{y}_{i}$ satisfy the equations

$$
\begin{equation*}
\mathbf{x}_{i}^{\top} \mathbf{y}_{j}+\mathbf{x}_{j}^{\top} \mathbf{y}_{i}=0 \quad \text { for all } i j \in \bar{E} \tag{10.34}
\end{equation*}
$$

Then for every $i j \in \bar{E}$ and real $\varepsilon$, we have

$$
\left(\mathbf{x}_{i}+\varepsilon \mathbf{y}_{i}\right)^{\top}\left(\mathbf{x}_{j}+\varepsilon \mathbf{y}_{j}\right)=\mathbf{x}_{i}^{\top} \mathbf{x}_{j}+\varepsilon\left(\mathbf{x}_{i}^{\top} \mathbf{y}_{j}+\mathbf{x}_{j}^{\top} \mathbf{y}_{i}\right)+\varepsilon^{2} \mathbf{y}_{i}^{\top} \mathbf{y}_{j}=0
$$

so the modified vectors form an orthogonal representation of $G$. Choosing $\varepsilon$ small enough, the orthogonal representation $\mathbf{x}+\varepsilon \mathbf{y}$ will be arbitrarily close to $\mathbf{x}$, and hence it is a locally freest exceptional representation. This implies that sets $\left\{\mathbf{x}_{i}+\right.$ $\left.\varepsilon \mathbf{y}_{i}: i \in U\right\}$ and $\left\{\mathbf{x}_{i}+\varepsilon \mathbf{y}_{i}: i \in W\right\}$ span orthogonal 2-dimensional subspaces. Thus $\left(\mathbf{x}_{i}+\varepsilon \mathbf{y}_{i}\right)^{\mathrm{T}}\left(\mathbf{x}_{j}+\varepsilon \mathbf{y}_{j}\right)=0$ for all $i \in U$ and $j \in W$ (not just for nonadjacent pairs). Expanding this equation, we get that 10.34 holds for all $i \in U$ and $j \in W$.

One way to construct vectors $\mathbf{y}_{i}$ satisfying 10.33 and 10.34 is the following: we take any linear map $B: L \rightarrow L^{\perp}$, and define

$$
\mathbf{y}_{i}= \begin{cases}B \mathbf{x}_{i} & \text { if } i \in U  \tag{10.35}\\ -B^{\top} \mathbf{x}_{i} & \text { if } i \in W\end{cases}
$$

It is easy to check that these vectors satisfy (10.33) and 10.34. We claim that this is all that can happen.
Claim. If the vectors $\mathbf{y}_{i} \in \mathbb{R}^{4}$ satisfy (10.33) and (10.34), then they can be obtained as in 10.35.

To prove this, consider any linear relation $\sum_{i \in U} \alpha_{i} \mathbf{x}_{i}=0$ between the vectors in $\mathbf{x}(U)$. Since (10.34) holds for all $i \in U$ and $j \in W$, it follows that

$$
\sum_{i \in U} \alpha_{i} \mathbf{x}_{j}^{\top} \mathbf{y}_{i}=-\sum_{i \in U} \alpha_{i} \mathbf{x}_{i}^{\top} \mathbf{y}_{j}=0
$$

for every $j \in W$. Since the vectors in $\mathbf{x}(W)$ span $L^{\perp}$, this implies that $\sum_{i \in U} \alpha_{i} \mathbf{y}_{i}=$ 0 . So every linear equation satisfied by the vectors $\mathbf{x}_{i}(i \in U)$ is also satisfied by the vectors $\mathbf{y}_{i}$. This implies by elementary linear algebra that there is a $2 \times 2$ matrix $B$ for which $\mathbf{y}_{i}=B \mathbf{x}_{i}$. Substituting in 10.34, we get that $\mathbf{x}_{i}^{\top}\left(\mathbf{y}_{j}+B^{\top} \mathbf{x}_{j}\right)=0$. So the vector $\mathbf{y}_{j}+B^{\top} \mathbf{x}_{j} \in L$ is orthogonal to $\mathbf{x}_{i}$ for every $i \in \bar{N}(j)$. This implies that $\mathbf{y}_{j}+B^{\top} \mathbf{x}_{j}=0$, proving the Claim.

Now it is easy to complete the proof. Equations 10.33 ) and $\sqrt{10.34}$, viewed as a system of linear equations for the $\mathbf{y}_{i}$, have $4 n$ unknowns, and with $2 n+m=7 n / 2$ equations, so it has a solution set that is at least $n / 2$-dimensional. By the Claim, all these solutions can be represented by 10.35 . This gives a 4 -dimensional space of solutions, so $n \leq 8$. Thus $\bar{G}$ is a 3 -regular bipartite graph on at most 8 nodes; it is easy to see that this means that $G=\overline{K_{3,3}}$ or $G=\overline{Q^{3}}$. The former is ruled out since $G$ is connected. Thus the only minimally exceptional graph for $d=4$ is $\overline{Q^{3}}$.

It follows that every exceptional graph $G$ contains $\overline{Q^{3}}$ as an induced subgraph. Since all degrees of $G$ are at least $n-4$, it follows that $Q^{3}$ is a component of $\bar{G}$.
10.6.3. More on algebraic properties. The algebraic structure of orthogonal representations has, quite probably, further interesting connections with the combinatorial structure of the underlying graph.

For a subset $S \subseteq \mathbb{R}^{n}$, we denote by $\mathcal{I}(S)$ the set of polynomials in $n$ variables that vanish on all points of $S$. This is an ideal, whose algebraic properties are closely related to geometric properties of $S$. We are interested in the ideals $\mathcal{I}_{d}=\mathcal{I}\left(\mathcal{O R}_{d}(G)\right)$ and $\mathcal{I}_{d}^{\prime}=\mathcal{I}\left(\mathcal{G O}_{d}(G)\right)$, both of which consist of polynomials in variables $x_{i r}$, where $i \in V$ and $r \in[d]$.

Theorem 10.42, Proposition 10.41, and Theorem 10.43 can be recast in this algebraic language. It follows that the ideal $\mathcal{I}_{d}^{\prime}$ is a prime ideal if and only if $G$ is $(n-d)$-connected. If $G$ is not $(n-d)$-connected, then $\mathcal{I}_{d}$ is not prime. If $G$ is $(n-d)$-connected, then for $d \leq 3$ the ideal $\mathcal{I}_{d}$ is prime, and this also holds for $d=4$ unless $\bar{G}$ has a connected component isomorphic to the 3-cube.

Another interesting ideal is $\mathcal{L}_{d}$, generated by the polynomials $\mathbf{x}_{i}^{\top} \mathbf{x}_{j}=$ $\sum_{r=1}^{d} x_{i r} x_{j r}$, where $i j \in \bar{E}$. It is clear that $\mathcal{L} \subseteq \mathcal{I}_{d} \subseteq \mathcal{I}_{d}^{\prime}$ for every dimension $d \geq 1$.

The ideal $\mathcal{L}_{1}$ is called an edge ideal, and many properties of it have been studied; see e.g. Morey-Villarreal 2012. Their results easily imply that $\mathcal{L}_{1}=\mathcal{I}_{1}^{\prime}=\mathcal{I}_{1}$ for any graph. The structure of the ideal $\mathcal{L}_{2}$ was studied in Herzog et al. 2015. Among others, they prove that this ideal is radical.

Exercise 10.1. Which graphs have an orthonormal representation in the plane?

Exercise 10.2. Prove the edges of every graph on $n$ nodes can be covered by $\left\lfloor n^{2} / 4\right\rfloor$ cliques, and show that this is best possible.
Exercise 10.3. Let $G$ be a triangle-free graph and let $\mathbf{u}$ be an orthonormal representation of $G$ in $\mathbb{R}^{d}$. Consider the matrix $B \in \mathbb{R}^{V \times V}$ defined by

$$
B_{i j}= \begin{cases}\mathbf{u}_{i}^{\top} \mathbf{u}_{j}, & \text { if } i \neq j \\ 0, & \text { if } i=j\end{cases}
$$

Let $s_{k}$ be the sum of $k$-th powers of the eigenvalues of $B$, and let $a_{k}$ be the $k$-th elementary symmetric polynomial of these eigenvalues. Prove that (a) $s_{1}=a_{1}=$ 0 , (b) $a_{3}=0$, (c) $s_{3}=0$, (d) $n \leq 2 d$.
Exercise 10.4. Prove the inequalities 10.22 and 10.21 .
Exercise 10.5. Let $\Sigma$ and $\Delta$ be two planes in $\mathbb{R}^{3}$ that are neither parallel nor weakly orthogonal. Select a unit vector $\mathbf{a}_{1}$ uniformly from $\Sigma$, and a unit vector $\mathbf{b}_{1} \in \Delta \cap \mathbf{a}_{1}^{\perp}$. Let the unit vectors $\mathbf{a}_{2}$ and $\mathbf{b}_{2}$ be defined similarly, but selecting $\mathbf{b}_{2} \in \Delta$ first (uniformly over all unit vectors), and then $\mathbf{a}_{2}$ from $\Sigma \cap \mathbf{b}_{2}^{\perp}$. Prove that the distributions of $\left(\mathbf{a}_{1}, \mathbf{b}_{1}\right)$ and $\left(\mathbf{a}_{2}, \mathbf{b}_{2}\right)$ are different, but mutually absolutely continuous.
Exercise 10.6. Let $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ be an orthogonal representation of the graph $G$, and let $S$ be a minimal set such that $\mathbf{u}(S)$ is linearly dependent. Prove that $G[S]$ is connected.
Exercise 10.7. Prove that for a graph $G$, the following properties are equivalent: (i) $G$ is $(n-d)$-connected; (ii) there is a $G$-matrix such that all $d \times d$ submatrices are nonsingular; (iii) there is a positive semidefinite $G$-matrix of rank $d$ such that all $d \times d$ submatrices are nonsingular.
Exercise 10.8. Let $G$ be a graph and let $G^{\prime}$ be obtained from $G$ by creating a new node and connecting it to all nodes of $G$. Prove that $\mathrm{w}_{\mathrm{tr}}\left(G^{\prime}\right)=\mathrm{w}_{\mathrm{tr}}(G)+1$, $\mathrm{w}_{\mathrm{pr}}\left(G^{\prime}\right)=\mathrm{w}_{\mathrm{pr}}(G)+1$ and $\mathrm{w}_{\mathrm{alg}}\left(G^{\prime}\right)=\mathrm{w}_{\mathrm{alg}}(G)+1$.
Exercise 10.9. If x is transversal as a solution of a system of algebraic equations, then it also has this property as a solution of any system obtained by dropping some of the equations.
Exercise 10.10. A $G$-matrix $A$ has the Strong Arnold Property if and only if for every symmetric matrix $B$ there exists a $G$-matrix $B^{\prime}$ such that $x^{\top}\left(B^{\prime}-B\right) x=0$ for all vectors $x$ in the nullspace of $A$.
Exercise 10.11. Let $\widehat{\mathcal{R}}_{k}$ be the manifold of all (not necessarily symmetric) $V \times V$ matrices with rank $k$. Determine (a) dimension of $\widehat{\mathcal{R}}_{k}$, (b) the tangent space of $\widehat{\mathcal{R}}_{k}$, and (c) the normal space $\widehat{\mathcal{R}}_{k}$ at a matrix $A \in \widehat{\mathcal{R}}^{k}$.
Exercise 10.12. Let $G$ be a graph, and let $G=G_{1} \cup G_{2}$ where $\left|V\left(G_{1}\right) \cap\left(G_{2}\right)\right|=$ 1. Prove that $\mathrm{w}_{\mathrm{alg}}(G)=\max \left\{\mathrm{w}_{\mathrm{alg}}\left(G_{1}\right), \mathrm{w}_{\mathrm{alg}}\left(G_{2}\right)\right\}$.

Exercise 10.13. Suppose that $G$ has no $K_{4}$ minor. Prove that $\mathrm{w}_{\mathrm{pr}}(G) \leq 3$, and if $\mathrm{w}_{\mathrm{pr}}(G)=3$, then $G$ contains $\Delta_{3}$ as a minor.
Exercise 10.14. (a) For every bipartite graph $G$, the graph $G \boxtimes K_{2}$ is a minor of $G \square C_{4}$. (b) $K_{2^{m+1}}$ is a minor of $Q^{2 m+1}$.
Exercise 10.15. (a) Prove that if a graph $G$ has node-expansion $c$, then its treewidth is at least $c n /(c+3)-1$. (b) Prove that the treewidth of an $n \times n$ grid graph is $n$. (c) Prove that the product-width of the $n$-cube is at least $2^{n-1}$.
Exercise 10.16. Determine all convex polytopes with an edge-transitive isometry group for which $\mathbf{u}^{\top} \mathbf{v} \leq 0$ for every edge $\mathbf{u v}$.
Exercise 10.17. Prove that the variety $\left\{\left(\mathbf{u}_{1}, \mathbf{u}_{2}\right): \mathbf{u}_{i} \in \mathbb{R}^{2}, \mathbf{u}_{1}^{\top} \mathbf{u}_{2}=0\right\}$ is indecomposable.

Exercise 10.18. Given a graph $G$, construct a real algebraic variety $\mathcal{V}$ that consists of general position orthogonal representations, and every general position orthogonal representation, after being scaled by a positive scalar, belongs to $\mathcal{V}$.

## CHAPTER 11

## Orthogonal Representations: the Smallest Cone

In this chapter we generalize the discussion in the introductory Section 1.4 , and study orthogonal representations that are "economical" in a sense different from dimension. It turns out that the smallest half-angle of a rotational cone (in arbitrary dimension) that contains all vectors in an orthogonal representation contains interesting information about the graph Lovász 1979b. To be precise, we will work with a transformed version of this quantity, the "theta-function". This quantity will be related to the stability number, the clique number and the chromatic number of graphs.

We describe several applications of this graph parameter, of which we mention two problems in which this parameter yields the only known solution. One of these is the problem of the Shannon capacity (or zero-error capacity) of a graph from Section 1.4 which is a tough parameter to compute, and whose evaluation even for a small graph like the pentagon needs the theta-function. The other application is the computation of the clique number and chromatic number for perfect graphs in polynomial time.

### 11.1. The theta-function

Let us start with the definition:

$$
\begin{equation*}
\vartheta(G)=\min _{\mathbf{u}, \mathbf{c}} \max _{i \in V} \frac{1}{\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}}, \tag{11.1}
\end{equation*}
$$

where the minimum is taken over all orthonormal representations ( $\left.\mathbf{u}_{i}: i \in V\right)$ of $G$ and all unit vectors c. We call c the "handle" of the representation (for the origin of the name, see Example 1.2). If $\phi$ is the half-angle of the smallest rotational cone with axis in the direction of $c$, containing all vectors in an orthonormal representation, then clearly

$$
\begin{equation*}
\vartheta(G)=\frac{1}{(\cos \phi)^{2}} . \tag{11.2}
\end{equation*}
$$

Of course, we could fix $\mathbf{c}$ to be (say) the standard basis vector $\mathbf{e}_{1}$, but this is not always convenient. We may always assume that the dimension $d$ of the ambient space is at most $n$. We could require that $\mathbf{c}^{\top} \mathbf{u}_{i} \geq 0$ for all nodes, since we can replace any $\mathbf{u}_{i}$ by its negative. With just a little more complicated argument, we may even require that

$$
\begin{equation*}
\mathbf{c}^{\top} \mathbf{u}_{i}=\frac{1}{\sqrt{\vartheta(G)}} \tag{11.3}
\end{equation*}
$$

for every node $i$ without changing the optimum value in 11.1. Indeed, let $\alpha_{i}=1 /\left(\sqrt{\vartheta(G)} \mathbf{c}^{\top} \mathbf{u}_{i}\right)$, then $0 \leq \alpha_{i} \leq 1$, and so we can replace $\mathbf{u}_{i}$ by the $(d+n)$ dimensional vector

$$
\mathbf{u}_{i}^{\prime}=\binom{\alpha_{i} \mathbf{u}_{i}}{\sqrt{1-\alpha_{i}^{2}} \mathbf{e}_{i}}
$$

Extending $\mathbf{c}$ with $n$ zeroes to get a unit vector $\mathbf{c}^{\prime}$, we get an orthonormal representation in which $\left(\mathbf{c}^{\prime}\right)^{\mathrm{T}} \mathbf{u}_{i}^{\prime}=1 / \sqrt{\vartheta(G)}$ for all $i$.

The following rather easy bounds will be very important.
Theorem 11.1. For every graph $G$,

$$
\alpha(G) \leq \vartheta(G) \leq \chi(\bar{G})
$$

Proof. First, let $S \subseteq V$ be a maximum stable set of nodes in $G$. Then in every orthonormal representation $\left(\mathbf{u}_{i}\right)$, the vectors $\left\{\mathbf{u}_{i}: i \in S\right\}$ are mutually orthogonal unit vectors. Hence

$$
\begin{equation*}
1=|\mathbf{c}|^{2} \geq \sum_{i \in S}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2} \geq|S| \min _{i}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2} \tag{11.4}
\end{equation*}
$$

and so

$$
\max _{i \in V} \frac{1}{\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}} \geq|S|=\alpha(G)
$$

This implies the first inequality. The second follows from the orthogonal representation constructed in Example 10.5, using $\mathbf{c}=(1 / \sqrt{m}) \mathbb{1}$ as the handle.

Our examples in Section 10.1 give further upper bounds on $\vartheta$. Example 10.3 leads to the following construction: Assuming that there are no isolated nodes, we assign to each node $i \in V$ the vector $\mathbf{u}_{i} \in \mathbb{R}^{E}$ defined by

$$
\left(\mathbf{u}_{i}\right)_{e}= \begin{cases}\frac{1}{\sqrt{\operatorname{deg}(i)}} & \text { if } e \text { is incident with } i \\ 0, & \text { otherwise }\end{cases}
$$

and define the handle $\mathbf{c}=(1 / \sqrt{m}) \mathbb{1}$. Then $\mathbf{c}^{\top} \mathbf{u}_{i}=\sqrt{\operatorname{deg}(i) / m}$, and so we get the bound

$$
\vartheta(G) \leq \max _{i} \frac{m}{\operatorname{deg}(i)}=\frac{m}{d_{\min }}
$$

(The upper bound $m / d_{\text {min }}$ for the stability number $\alpha(G)$ is easy to prove by counting edges.) From Example 10.6 we get by elementary trigonometry that

$$
\begin{equation*}
\vartheta\left(C_{5}\right) \leq \sqrt{5} \tag{11.5}
\end{equation*}
$$

Soon we will see that equality holds here.
It is clear that if $G^{\prime}$ is an induced subgraph of $G$, then $\vartheta\left(G^{\prime}\right) \leq \vartheta(G)$ (an optimal orthonormal representation of $G$, restricted to $V\left(G^{\prime}\right)$, is an orthonormal representation of $\left.G^{\prime}\right)$. It is also clear that if $G^{\prime}$ is a spanning subgraph of $G$ (i.e., $V\left(G^{\prime}\right)=V(G)$ and $E\left(G^{\prime}\right) \subseteq E$ ), then $\vartheta\left(G^{\prime}\right) \geq \vartheta(G)$ (every orthonormal representation of $G^{\prime}$ is an orthonormal representation of $G$ ).

### 11.2. Duality for theta

11.2.1. Alternative definitions. The graph parameter $\vartheta$ has many equivalent definitions. We are going to state some, which lead to an important dual formulation of this quantity.

Vector chromatic number. The following geometric definition was proposed by Karger, Motwani and Sudan. In terms of the complementary graph, this value is called the "vector chromatic number". As a motivation for this name, consider a $t$ colorable graph $(t \geq 2)$, and let us color its nodes by $t$ unit vectors $\mathbf{f}_{1}, \ldots, \mathbf{f}_{t} \in \mathbb{R}^{t-1}$, pointing to the vertices of a regular simplex centered at the origin. We get a vector labeling $\mathbf{w}$ (not an orthogonal representation of $\bar{G}$, but closely related). It is not hard to compute that $\mathbf{f}_{k}^{\top} \mathbf{f}_{l}=-1 /(t-1)$ for $k \neq l$, and so $\mathbf{w}_{i}^{\top} \mathbf{w}_{j}=-1 /(t-1)$ for $i j \in E$.

Now let us forget about the condition that $\mathbf{w}_{i}$ must be one of the vectors $\mathbf{f}_{k}$ : define a (strict) vector $t$-coloring $(t>1)$ of the graph $G$ as a vector labeling $i \mapsto \mathbf{w}_{i} \in \mathbb{R}^{n}$ such that $\left|\mathbf{w}_{i}\right|=1$ for all $i \in V$, and $\mathbf{w}_{i}^{\top} \mathbf{w}_{j}=-1 /(t-1)$ for all $i j \in E$. (The dimension $n$ in the definition above is just chosen to be large enough; allowing a higher dimension would not make any difference.)

If $G$ has at least one edge, then the last condition implies that $t \geq 2$. The smallest $t$ for which the graph $G$ has a vector $t$-coloring is called its (strict) vector chromatic number, and is denoted by $\chi_{\mathrm{vec}}$. If $E=\emptyset$, so $G$ is edgeless and $\chi(G)=1$, then we define $\chi_{\mathrm{vec}}=1$. For $t=2$, the endpoints of any edge must be labeled by antipodal unit vectors. It follows that every connected component of $G$ is labeled by two antipodal vectors only, and so $G$ is bipartite. Conversely, every bipartite graph has a strict vector 2-coloring.

It is clear from the construction above that $\chi_{\mathrm{vec}}(G) \leq \chi(G)$ for every graph $G$. Equality does not hold in general. Vector-labeling the nodes of a pentagon by the vertices of a regular pentagon inscribed in the unit circle, so that the edges are mapped onto the diagonals, we see that $\chi_{\mathrm{vec}}\left(C_{5}\right) \leq \sqrt{5}<\chi\left(C_{5}\right)=3$. It is also easy to see that $\chi_{\mathrm{vec}}(G) \geq \omega(G)$.

Semidefinite matrices. Next, we give a couple of formulas for $\vartheta$ in terms of semidefinite matrices. Let

$$
\begin{equation*}
\vartheta_{\text {diag }}=\min \left\{1+\max _{i \in V} Y_{i i}: Y \in \mathbb{R}^{V \times V}, Y \succeq 0, Y_{i j}=-1(i j \in \bar{E})\right\} \tag{11.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\vartheta_{\text {sum }}=\max \left\{\sum_{i, j \in V} Z_{i j}: Z \in \mathbb{R}^{V \times V}, Z \succeq 0, Z_{i j}=0(i j \in E), \operatorname{tr}(Z)=1\right\} . \tag{11.7}
\end{equation*}
$$

It will turn out that these two values are equal. This equality is in fact a special case of the Duality Theorem of semidefinite optimization. It is not hard to check that 11.6 and 11.7 are dual semidefinite programs, and the first one has a strictly feasible solution. So the Duality Theorem 13.5 of semidefinite programming applies, and asserts that the two programs have the same objective value. However, we are going to include a proof, to make our treatment self-contained.

Dual orthogonal representation. We use orthonormal representations of the complementary graph to define

$$
\begin{equation*}
\vartheta_{\text {dual }}=\max \sum_{i \in V}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2} \tag{11.8}
\end{equation*}
$$

where the maximum extends over all orthonormal representations $\left(\mathbf{v}_{i}: i \in V\right)$ of the complementary graph $\bar{G}$ and all unit vectors (handles) d.
11.2.2. The main duality result. The main theorem of this section asserts that all these definitions lead to the same value.

Theorem 11.2. For every graph $G$,

$$
\vartheta(G)=\chi_{\mathrm{vec}}(\bar{G})=\vartheta_{\text {diag }}(G)=\vartheta_{\text {sum }}(G)=\vartheta_{\text {dual }}(G)
$$

Proof. We prove the circle of inequalities

$$
\begin{equation*}
\vartheta(G) \leq \chi_{\mathrm{vec}}(\bar{G}) \leq \vartheta_{\text {diag }}(G) \leq \vartheta_{\text {sum }}(G) \leq \vartheta_{\text {dual }}(G) \leq \vartheta(G) \tag{11.9}
\end{equation*}
$$

To prove the first inequality, let $t=\chi_{\mathrm{vec}}(\bar{G})$, and let $\left(\mathbf{w}_{i}: i \in V\right)$ be an optimal vector $t$-coloring. Let $\mathbf{c}$ be a vector orthogonal to all the $\mathbf{w}_{i}$ (we increase the dimension of the space if necessary). Let

$$
\mathbf{u}_{i}=\frac{1}{\sqrt{t}} \mathbf{c}+\sqrt{\frac{t-1}{t}} \mathbf{w}_{i} .
$$

Then $\left|\mathbf{u}_{i}\right|=1$ and $\mathbf{u}_{i}^{\top} \mathbf{u}_{j}=0$ for $i j \in \bar{E}$, so $\left(\mathbf{u}_{i}\right)$ is an orthonormal representation of $G$. Furthermore, with handle $\mathbf{c}$ we have $\mathbf{c}^{\top} \mathbf{u}_{i}=1 / \sqrt{t}$, which implies that $\vartheta(G) \leq$ $\chi_{\text {vec }}(\bar{G})$.

Second, let $Y$ be an optimal solution of (11.6). We may assume that all diagonal entries $Y_{i i}$ are the same number $t$, since we can replace all of them by the largest without violating the other constraints. The matrix $1 /(t-1) Y$ is positive semidefinite, and so it can be written as $\operatorname{Gram}\left(\mathbf{w}_{i}: i \in V\right)$ with appropriate vectors $\left(\mathbf{w}_{i} \in \mathbb{R}^{n}\right)$. These vectors form a strict vector $t$-coloring. Since $\chi_{\mathrm{vec}}(\bar{G})$ is the smallest $t$ for which this exists, this proves that $\chi_{\mathrm{vec}}(\bar{G}) \leq t=\vartheta_{\text {diag. }}$.

The main step in the proof is to show that $\vartheta_{\text {diag }} \leq \vartheta_{\text {sum }}$. Fix any $t>\vartheta_{\text {sum }}$; it is easy to see that $\vartheta_{\text {sum }} \geq 1$ and hence $t>1$. Let $\mathcal{L}$ denote the linear space of symmetric $V \times V$ matrices satisfying $Z_{i j}=0(i j \in E)$ and $(t I-J) \cdot Z=0$, and let $\mathcal{P}$ denote the cone of positive semidefinite $V \times V$ matrices.

We claim that $\mathcal{P} \cap \mathcal{L}=\{0\}$. Suppose, to the contrary, that there is a symmetric matrix $Z \neq 0$ such that $Z \in \mathcal{P} \cap \mathcal{L}$. Clearly $\operatorname{tr}(Z)>0$, and so, by scaling, we may assume that $\operatorname{tr}(Z)=1$. Then $Z$ satisfies the conditions in the definition of $\vartheta_{\text {sum }}$, and so $\vartheta_{\text {sum }} \geq J \cdot Z=t I \cdot Z=t$, contradicting the choice of $t$.

So the linear space $\mathcal{L}$ touches the convex cone $\mathcal{P}$ at its apex only, and hence there is a hyperplane $\mathcal{H}$ such that $\mathcal{L} \subseteq \mathcal{H}$ and $\mathcal{H} \cap \mathcal{P}=\{0\}$. Let $Y \cdot X=0$ be the equation of $\mathcal{H}$ (where $Y \neq 0$ is a symmetric $V \times V$ matrix); we may assume that $Y \cdot X \geq 0$ for all $X \in \mathcal{P}$. This means that $Y$ is in the dual cone of $\mathcal{P}$. This dual cone is $\mathcal{P}$ itself, which means that $Y \succeq 0$. Furthermore, $\mathcal{L} \subseteq \mathcal{H}$ means that the equation of $\mathcal{H}$ is a linear combination of the equations defining $\mathcal{L}$, i.e., there are real numbers $a_{i j}(i j \in E)$ and $b$ such that

$$
Y=\sum_{i j \in E} a_{i j} E_{i j}+b(t I-J)
$$

Considering a positive diagonal entry of $Y$, we see that $b>0$, and since we are free to scale $Y$ by positive scalars, we may assume that $b=1$. But this means that $Y$ satisfies the conditions in the definition of $\vartheta_{\text {diag }}$, and so $\vartheta_{\text {diag }} \leq 1+\max _{i} Y_{i i}=t$. Since this holds for every $t>\vartheta_{\text {sum }}$, this implies that $\vartheta_{\text {diag }} \leq \vartheta_{\text {sum }}$.

To prove the fourth inequality in $(11.9)$, let $Z$ be an optimum solution of the program $(11.7)$ with objective function value $\vartheta_{\text {sum }}$. We can write $Z$ as $\operatorname{Gram}\left(\mathbf{z}_{i}: i \in\right.$ $V)$ where $\mathbf{z}_{i} \in \mathbb{R}^{n}$. Let us rescale the vectors $\mathbf{z}_{i}$ to get the unit vectors $\mathbf{v}_{i}=\mathbf{z}_{i}^{0}$ (if $\mathbf{z}_{i}=0$, then we take a unit vector orthogonal to everything else as $\mathbf{v}_{i}$ ). Define $\mathbf{d}=\left(\sum_{i} \mathbf{z}_{i}\right)^{0}$.

By the properties of $Z$, the vectors $\mathbf{v}_{i}$ form an orthonormal representation of $\bar{G}$, and hence

$$
\vartheta_{\text {dual }} \geq \sum_{i}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2} .
$$

To estimate the right side, we use the equations

$$
\sum_{i}\left|\mathbf{z}_{i}\right|^{2}=\sum_{i} \mathbf{z}_{i}^{\top} \mathbf{z}_{i}=\operatorname{tr}(Z)=1, \quad\left|\sum_{i} \mathbf{z}_{i}\right|^{2}=\sum_{i, j} \mathbf{z}_{i}^{\top} \mathbf{z}_{j}=\sum_{i, j} Z_{i j}=\vartheta_{\text {sum }},
$$

and the Cauchy-Schwarz Inequality:

$$
\begin{aligned}
\sum_{i}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2} & =\left(\sum_{i}\left|\mathbf{z}_{i}\right|^{2}\right)\left(\sum_{i}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2}\right) \geq\left(\sum_{i}\left|\mathbf{z}_{i}\right| \mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2} \\
& =\left(\sum_{i} \mathbf{d}^{\top} \mathbf{z}_{i}\right)^{2}=\left(\mathbf{d}^{\top} \sum_{i} \mathbf{z}_{i}\right)^{2}=\left|\sum_{i} \mathbf{z}_{i}\right|^{2}=\vartheta_{\text {sum }}
\end{aligned}
$$

This proves that $\vartheta_{\text {dual }} \geq \vartheta_{\text {sum }}$.
Finally, to prove the last inequality in (11.9), it suffices to prove that if ( $\mathbf{u}_{i}: i \in$ $V)$ is an orthonormal representation of $G$ in $\mathbb{R}^{n}$ with handle $\mathbf{c}$, and $\left(\mathbf{v}_{i}: i \in V\right)$ is an orthonormal representation of $\bar{G}$ in $\mathbb{R}^{m}$ with handle $\mathbf{d}$, then

$$
\begin{equation*}
\sum_{i \in V}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2} \leq \max _{i \in V} \frac{1}{\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}} \tag{11.10}
\end{equation*}
$$

The tensor product vectors $\mathbf{u}_{i} \circ \mathbf{v}_{i}(i \in V)$ are mutually orthogonal unit vectors. Indeed, $\left(\mathbf{u}_{i} \circ \mathbf{v}_{i}\right)^{\top}\left(\mathbf{u}_{j} \circ \mathbf{v}_{j}\right)=\left(\mathbf{u}_{i}^{\top} \mathbf{u}_{j}\right)\left(\mathbf{v}_{i}^{\top} \mathbf{v}_{j}\right)=0$, since either $\mathbf{u}_{i}$ is orthogonal to $\mathbf{u}_{j}$ or $\mathbf{v}_{i}$ is orthogonal to $\mathbf{v}_{j}$. Hence

$$
\begin{equation*}
\sum_{i}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2}=\sum_{i}\left((\mathbf{c} \circ \mathbf{d})^{\top}\left(\mathbf{u}_{i} \circ \mathbf{v}_{i}\right)\right)^{2} \leq 1 \tag{11.11}
\end{equation*}
$$

On the other hand,

$$
\sum_{i}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2} \geq \min _{i}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2} \sum_{i}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2}
$$

which implies that

$$
\sum_{i}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2} \leq \frac{1}{\min _{i}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}}=\max _{i} \frac{1}{\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}}
$$

This proves 11.10 and completes the proof of Theorem 11.2 .

We can state the theorem more explicitly as the following sequence of formulas.

$$
\begin{align*}
\vartheta(G) & =\min \left\{\max _{i \in V} \frac{1}{\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}}: \mathbf{u} \text { ONR of } G,|\mathbf{c}|=1\right\}  \tag{11.12}\\
& =\min \left\{t>1:\left|\mathbf{w}_{i}\right|=1, \mathbf{w}_{i}^{\top} \mathbf{w}_{j}=-\frac{1}{t-1}(i j \in \bar{E})\right\}  \tag{11.13}\\
& =\min \left\{1+\max _{i \in V} Y_{i i}: Y \succeq 0, Y_{i j}=-1(i j \in \bar{E})\right\}  \tag{11.14}\\
& =\max \left\{\sum_{i, j \in V} Z_{i j}: Z \succeq 0, Z_{i j}=0(i j \in E), \operatorname{tr}(Z)=1\right\}  \tag{11.15}\\
& =\max \left\{\sum_{i \in V}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2}: \mathbf{v} \text { ONR of } \bar{G},|\mathbf{d}|=1\right\} \tag{11.16}
\end{align*}
$$

From this form it is clear (and we have seen this in the proof as well) that the powerful step in this sequence of formulas is the equality $11.14=11.15$, where an expression as a minimum switches to an expression as a maximum. Note that before this equality we have conditions on the edges of $\bar{G}$, which then get replaced by conditions on the edges of $G$ for the last two rows.

Remark 11.3. If we want to get a better upper bound on $\alpha(G)$ than $\vartheta(G)$, we can relax the conditions in 11.12, (11.13) or 11.14 . This is equivalent to tightening the conditions in the dual optimization problems 11.15 ) or 11.16.

McEliece-Rodemich-Rumsey 1978 and Schrijver 1979 proposed to tighten the conditions in 11.15 by requiring that $Z_{i j} \geq 0$ for all $i$ and $j$. This is equivalent to relaxing the conditions in 11.14 by requiring only $Y_{i j} \geq-1$ for $i j \in \bar{E}$. The resulting quantity $\vartheta^{-}(G)$ is still a well-characterized (and polynomial time computable) upper bound on $\alpha(G)$, tighter than $\vartheta(G)$. The other characterizations of $\vartheta(G)$ have natural modifications to yield $\vartheta^{-}(G)$.

If we want to get a better bound on $\chi(\bar{G})$, we need to relax the conditions in (11.14), or tighten the conditions in 11.15 . Szegedy 1994 studied the quantity obtained by adding the conditions $A_{i j} \geq-1(i j \in E)$ in 11.14$)$. This is equivalent to relaxing the conditions in $\sqrt{11.15}$ by requiring only $Z_{i j} \leq 0$ for $i j \in E$. This results in a quantity $\vartheta^{+}(G)$, which is again well-characterized and polynomial time computable.

These quantities satisfy the inequalities

$$
\alpha(G) \leq \vartheta^{-}(G) \leq \vartheta(G) \leq \vartheta^{+}(G) \leq \chi(\bar{G})
$$

The two modified graph parameters lack some of the more algebraic properties of $\vartheta$ (for example, Theorem 11.8 below), but they give better bounds on $\alpha(G)$ and $\chi(\bar{G})$, respectively. See Exercises 11.511 .8 for more on these parameters.
11.2.3. Consequences of duality. From the fact that equality holds in (11.9), it follows that equality holds in all of the arguments above. Let us formulate some consequences. From the fact that equality must hold in 11.11), and from the derivation of this inequality, we see that for an optimal orthonormal representation ( $\mathbf{u}, \mathbf{c}$ ) and an optimal dual orthonormal representation ( $\mathbf{v}, \mathbf{d}$ ), the unit vector $\mathbf{c} \circ \mathbf{d}$ must be a linear combination of the mutually orthogonal unit vectors $\mathbf{u}_{i} \circ \mathbf{v}_{i}$. The coefficients are easy to figure out, and we get

$$
\begin{equation*}
\mathbf{c} \circ \mathbf{d}=\sum_{i}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)\left(\mathbf{u}_{i} \circ \mathbf{v}_{i}\right) \tag{11.17}
\end{equation*}
$$

or in a matrix form:

$$
\begin{equation*}
\mathbf{c d}^{\top}=\sum_{i}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right) \mathbf{u}_{i} \mathbf{v}_{i}^{\top} \tag{11.18}
\end{equation*}
$$

This equation gives (upon multiplying by $\mathbf{d}$ from the right and by $\mathbf{c}^{\top}$ from left, respectively) two equations expressing the handles as linear combinations of the (primal and dual) orthonormal representations:

$$
\begin{equation*}
\mathbf{c}=\sum_{i}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2} \mathbf{u}_{i}, \quad \mathbf{d}=\sum_{i}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right) \mathbf{v}_{i} \tag{11.19}
\end{equation*}
$$

Using an optimal orthonormal representation with $\mathbf{c}^{\top} \mathbf{u}_{i}=1 / \sqrt{\vartheta}$, we get the simpler formulas

$$
\begin{equation*}
\mathbf{c}=\frac{1}{\sqrt{\vartheta(G)}} \sum_{i \in V}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2} \mathbf{u}_{i}, \quad \mathbf{d}=\frac{1}{\vartheta(G)} \sum_{i \in V}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right) \mathbf{v}_{i} \tag{11.20}
\end{equation*}
$$

There is a simple relationship between the theta value of a graph and of its complement.

Proposition 11.4. For every graph $G$, we have $\vartheta(G) \vartheta(\bar{G}) \geq n$.
Proof. Let ( $\mathbf{u}, \mathbf{c}$ ) be an optimal orthogonal representation of $G$. Then applying 11.16) to the complementary graph, we get

$$
\vartheta(\bar{G}) \geq \sum_{i}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2} \geq n \min _{i}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}=\frac{n}{\vartheta(G)}
$$

Equality does not hold in 11.4 in general, but it does when $G$ has a nodetransitive automorphism group. To prove this, we need an important fact about the symmetries of orthogonal representations. We say that an orthonormal representation $\left(\mathbf{u}_{i}, \mathbf{c}\right)$ in $\mathbb{R}^{d}$ of a graph $G$ is automorphism invariant, if every automorphism $\gamma \in \operatorname{Aut}(G)$ can be lifted to an orthogonal transformation $O_{\gamma}$ of $\mathbb{R}^{d}$ such that $O_{\gamma} \mathbf{c}=\mathbf{c}$ and $\mathbf{u}_{\gamma(i)}=O_{\gamma} \mathbf{u}_{i}$ for every node $i$. An optimal orthonormal representation (say, in the sense of 11.12 ) is not necessarily invariant under automorphisms, but there is always one that is (see Figure 11.1). The representation on the left is also optimal with respect to minimizing the dimension, and it is not hard to see that $C_{4}$ has no automorphism invariant orthonormal representation in $\mathbb{R}^{2}$. So minimizing the dimension and minimizing the cone behave differently from this point of view.


Figure 11.1. An optimal orthonormal representation of $C_{4}$ that is not invariant under its automorphisms, and one that is.

Theorem 11.5. Every graph $G$ has an optimal orthonormal representation and an optimal dual orthonormal representation that are both automorphism invariant.

Proof. We give the proof for the dual orthonormal representation. The optimum solutions of the semidefinite program in 11.6 form a bounded convex set, which is invariant under the transformations $Z \mapsto P_{\alpha} Z P_{\alpha}$, where $P_{\alpha}$ is the permutation matrix defined by an automorphism $\alpha$ of $G$. If $Z$ is an optimizer in 11.15, then so is $P_{\alpha}^{\mathrm{\top}} Z P_{\alpha}$ for every automorphism $\alpha \in \operatorname{Aut}(G)$, and hence also

$$
\widehat{Z}=\frac{1}{|\operatorname{Aut}(G)|} \sum_{\alpha \in \operatorname{Aut}(G)} P_{\alpha}^{\top} Z P_{\alpha}
$$

This matrix satisfies $P_{\alpha}^{\top} Z P_{\alpha}=Z$ for all automorphisms $\alpha$.
The construction of an orthonormal representation of $\bar{G}$ in the proof of $\vartheta_{\text {diag }} \leq$ $\vartheta_{\text {sum }}$ in Theorem 11.2 can be done in a canonical way: we choose the columns of $Z^{1 / 2}$ as the vectors $\mathbf{z}_{i}$, and use them to construct the dual orthonormal representation with $\mathbf{v}_{i}=\mathbf{z}_{i}^{0}$ and $\mathbf{d}=\left(\sum_{i} \mathbf{z}_{i}\right)^{0}$. The optimal dual orthonormal representation constructed this way will be invariant under the automorphism group of $G$.

Corollary 11.6. If $G$ has a node-transitive automorphism group, then

$$
\vartheta(G) \vartheta(\bar{G})=n
$$

Proof. It follows from Theorem 11.5 that $\bar{G}$ has an orthonormal representation $\left(\mathbf{v}_{i}, \mathbf{d}\right)$ in $\mathbb{R}^{n}$ such that $\sum_{i}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2}=\vartheta(G)$, and $\mathbf{d}^{\top} \mathbf{v}_{i}$ is the same for every $i$. So $\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2}=\vartheta(G) / n$ for all nodes $i$, and hence

$$
\vartheta(\bar{G}) \leq \max _{i} \frac{1}{\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2}}=\frac{n}{\vartheta(G)}
$$

Since we already know the reverse inequality (Proposition 11.4), this proves the Corollary.

Corollary 11.7. If $G$ is a self-complementary graph with a node-transitive automorphism group, then $\vartheta(G)=\sqrt{n}$. In particular, $\vartheta\left(C_{5}\right)=\sqrt{5}$.

A further important feature of the theta-function is its nice behavior with respect to graph product; we will see that this is what underlies its applications in information theory.

There are many different ways of multiplying two simple graphs $G$ and $H$, of which we need one in this chapter. The strong product $G \boxtimes H$ is defined on the underlying set $V(G) \times V(H)$. Two nodes $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ are adjacent if and only if either $i j \in E$ and $u v \in E(H)$, or $i j \in E$ and $u=v$, or $i=j$ and $u v \in E(H)$. It is easy to see that this multiplication is associative and commutative (up to isomorphism). The product of two complete graphs is a complete graph.

Theorem 11.8. For any two graphs $G$ and $H$, we have $\vartheta(G \boxtimes H)=\vartheta(G) \vartheta(H)$.
Proof. Let $\left(\mathbf{u}_{i}: i \in V\right)$ be an optimal orthogonal representation of $G$ with handle $\mathbf{c}\left(\mathbf{u}_{i}, \mathbf{c} \in \mathbb{R}^{n}\right)$, and let $\left(\mathbf{v}_{j}: j \in V(H)\right)$ be an optimal orthogonal representation of $H$ with handle $\mathbf{d}\left(\mathbf{v}_{j}, \mathbf{d} \in \mathbb{R}^{m}\right)$. Recalling the identity $(\mathbf{u} \circ \mathbf{v})^{\top}(\mathbf{x} \circ \mathbf{y})=\left(\mathbf{u}^{\top} \mathbf{x}\right)\left(\mathbf{v}^{\top} \mathbf{y}\right)$ (used in the Introduction), we see that the vectors
$\mathbf{u}_{i} \circ \mathbf{v}_{j}((i, j) \in V(G) \times V(H))$ form an orthogonal representation of $G \boxtimes H$. Furthermore, taking $\mathbf{c} \circ \mathbf{d}$ as its handle, we have

$$
\left((\mathbf{c} \circ \mathbf{d})^{\top}\left(\mathbf{u}_{i} \circ \mathbf{v}_{j}\right)\right)^{2}=\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}\left(\mathbf{d} \circ \mathbf{v}_{j}\right)^{2} \geq \frac{1}{\vartheta(G)} \cdot \frac{1}{\vartheta(H)}
$$

and hence

$$
\vartheta(G \boxtimes H) \leq \max _{i, j} \frac{1}{\left((\mathbf{c} \circ \mathbf{d})^{\top}\left(\mathbf{u}_{i} \circ \mathbf{v}_{j}\right)\right)^{2}} \leq \vartheta(G) \vartheta(H)
$$

To prove that equality holds, we use the duality established in Section 11.2 , Let $\left(\mathbf{v}_{i}, \mathbf{d}\right)$ be an orthonormal representation of $\bar{G}$ which is optimal in the sense that $\sum_{i}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2}=\vartheta(G)$, and let $\left(\mathbf{w}_{j}, \mathbf{e}\right)$ be an orthonormal representation of $\bar{H}$ such that $\sum_{i}\left(\mathbf{e}^{\top} \mathbf{w}_{i}\right)^{2}=\vartheta(H)$. It is easy to check that the vectors $\mathbf{v}_{i} \circ \mathbf{w}_{j}$ form an orthonormal representation of $\overline{G \boxtimes H}$, and so using handle doe we get

$$
\vartheta(G \boxtimes H) \geq \sum_{i, j}\left((\mathbf{d} \circ \mathbf{e})^{\top}\left(\mathbf{v}_{i} \circ \mathbf{w}_{j}\right)\right)^{2}=\sum_{i, j}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2}\left(\mathbf{e}^{\top} \mathbf{w}_{j}\right)^{2}=\vartheta(G) \vartheta(H)
$$

We already know the reverse inequality, which completes the proof.
11.2.4. Eigenvalues and theta. To motivate the identities and inequalities to be proved in this section, let us survey some of the classical results which use spectral properties of graphs, or more generally linear algebra techniques, to bound quantities like the stability number $\alpha=\alpha(G)$, the clique number $\omega=\omega(G)$, or the chromatic number $\chi=\chi(G)$ in terms of the eigenvalues of the adjacency matrix $A=A_{G}$. It turns out that several of these results could be used to define $\vartheta(G)$, if generalized appropriately.

Let us start with an almost trivial inequality:

$$
\begin{equation*}
\omega \leq 1+\lambda_{\max }(A) \tag{11.21}
\end{equation*}
$$

In terms of the complementary graph,

$$
\begin{equation*}
\alpha \leq 1+\lambda_{\max }\left(A_{\bar{G}}\right) \tag{11.22}
\end{equation*}
$$

Indeed, the matrix $A+I$ contains an $\omega \times \omega$ submatrix $J_{\omega}$ of 1 's, so $1+\lambda_{\max }(A)=$ $\lambda_{\max }(A+I) \geq \lambda_{\max }\left(J_{\omega}\right)=\omega$. Note that in this argument, only the matrix entries in adjacent and diagonal positions are used. We could consider any symmetric matrix $A^{\prime}$ obtained from $A$ by substituting arbitrary real numbers for the remaining entries (which are originally zeroes), to minimize the bound $\lambda_{\max }\left(A^{\prime}\right)+1$. (We keep $A^{\prime}$ symmetric, to have real eigenvalues.) What is the best bound on $\omega$ we can obtain this way?

The following lower bound on the chromatic number of a graph Hoffman 1970 is more difficult to prove:

$$
\begin{equation*}
\chi \geq 1-\frac{\lambda_{\max }(A)}{\lambda_{\min }(A)} \tag{11.23}
\end{equation*}
$$

(note that $\lambda_{\min }(A)<0$ if $G$ has at least one edge, which we may assume). We will not go through the proof; but if you do, you realize that it uses only the 0 's in the adjacency matrix, so we can play with the 1's to get the sharpest possible lower bound. What is the best bound on $\chi$ we can obtain this way?

Hoffman (unpublished) proved the following upper bound on $\alpha$, somewhat analogous to the bound 11.23): If $G$ is a $d$-regular graph, then

$$
\begin{equation*}
\alpha(G) \leq \frac{-n \lambda_{\min }(A)}{d-\lambda_{\min }(A)}=\frac{-n \lambda_{\min }(A)}{\lambda_{\max }(A)-\lambda_{\min }(A)} \tag{11.24}
\end{equation*}
$$

Looking at the proof, one realizes that we use here where the 0 's of $A$ are, and also the fact that all row sums are the same; but not the actual values of the entries corresponding to edges. What is the best bound we can obtain by playing with the entries in adjacent positions?

Perhaps it is not surprising that the answer to the first two questions posed above is $\vartheta(\bar{G})$, and the answer to the third is closely related. This will follow from the next identities. The first and third formulas below were proved in Lovász 1979b], the second, in Knuth 1994].

Proposition 11.9. For every graph $G$,

$$
\begin{equation*}
\vartheta(G)=\min _{U} \lambda_{\max }(U) \tag{11.25}
\end{equation*}
$$

where $U$ ranges over all $V \times V$-matrices with $U_{i j}=1$ for $i j \in \bar{E}$ and also for $i=j$. Furthermore,

$$
\begin{equation*}
\vartheta(G)=\max _{W} \lambda_{\max }(W) \tag{11.26}
\end{equation*}
$$

where $W$ ranges over all positive semidefinite $V \times V$-matrices with $W_{i j}=0$ for $i j \in E$ and $W_{i i}=1$ for $i \in V$. Furthermore,

$$
\begin{equation*}
\vartheta(G)=1+\max _{T} \frac{\lambda_{\max }(T)}{\left|\lambda_{\min }(T)\right|} \tag{11.27}
\end{equation*}
$$

where $T$ ranges over all symmetric nonzero $V \times V$-matrices with $T_{i j}=0$ for $i j \in E$ and also for $i=j$.

Note that 11.26 can be written as

$$
\begin{equation*}
\vartheta(G)=\max _{\mathbf{v}} \lambda_{\max }(\operatorname{Gram}(\mathbf{v})) \tag{11.28}
\end{equation*}
$$

where $\mathbf{v}$ ranges over dual orthonormal representations of $G$ (see Exercise 11.12 for the connection of this formula with the definition 11.16 of $\vartheta$ ).

Proof. Let $Y$ be a minimizer matrix in (11.14), let $D$ be the diagonal matrix obtained from $Y$ by changing all off-diagonal entries to 0 , and define $U=I+D-Y$. Then $U$ satisfies the conditions in the Proposition, and (using that $Y \succeq 0$ )

$$
\lambda_{\max }(U) \leq \lambda_{\max }(I+D)=1+\max _{i \in V} Y_{i i}=\vartheta(G)
$$

The reverse inequality follows similarly, by starting with a minimizer in 11.25, and considering $Y=\lambda_{\max }(U) I-U$.

To prove 11.26, let $Z$ be a minimizer in 11.15 , and define a $V \times V$ matrix $B$ by

$$
W_{i j}=\frac{Z_{i j}}{\sqrt{Z_{i i} Z_{j j}}}
$$

Then $W$ satisfies the conditions in 11.26 . Define a vector $x \in \mathbb{R}^{V}$ by $x_{i}=\sqrt{Z_{i i}}$, then $x$ is a unit vector and

$$
\lambda_{\max }(B) \geq x^{\top} W x=\sum_{i, j} Z_{i j}=\vartheta(G)
$$

The reverse inequality follows similarly, by starting with an optimizer $W$ in 11.26), and scaling its rows and columns by the entries of an eigenvector belonging to $\lambda_{\max }(W)$.

Finally, to prove 11.27, consider an optimizer $T$ in it, then $W=I-\frac{1}{\lambda_{\min }(T)} T$ is positive semidefinite, has $0^{\prime} s$ in adjacent positions and 1's on the diagonal. Hence by (11.26), we have

$$
\vartheta(G) \geq \lambda_{\max }(W)=1-\frac{\lambda_{\max }(T)}{\lambda_{\min }(T)}
$$

The reverse inequality follows by a similar argument.
Proposition 11.9 can be combined with different known estimates for the largest eigenvalue of a matrix. As an example, using that the largest eigenvalue of a matrix is bounded above by the largest $\ell_{1}$-norm of its rows, we get that for every optimal dual orthogonal representation $\mathbf{v}$,

$$
\begin{equation*}
\vartheta(G) \leq \max _{i} \sum_{j}\left|\mathbf{v}_{i}^{\top} \mathbf{v}_{j}\right| \tag{11.29}
\end{equation*}
$$

Finally, we show how a strengthening of Hoffman's bound 11.24 can be derived from Proposition 11.9 .

Proposition 11.10. Let $G$ be a d-regular graph. Then for every symmetric nonzero $V \times V$-matrix $M$ such that $M_{i j}=0$ for $i j \in \bar{E}$ and also for $i=j$, and $M$ has equal row-sums, we have

$$
\vartheta(G) \leq \frac{-n \lambda_{\min }(M)}{\lambda_{\max }(M)-\lambda_{\min }(M)}
$$

If the automorphism group of $G$ is transitive on the nodes, then there is such a matrix $M$ attaining equality. If the automorphism group is transitive on the edges, then equality holds for $M=A_{G}$.

Proof. Let $M$ have eigenvalues $\lambda_{1}=d \geq \lambda_{2} \geq \cdots \geq \lambda_{n}$. The matrix $J-t M$ satisfies the conditions in 11.25 for every value of $t$. Using the condition that all row-sums of $M$ are the same, we see that $\mathbb{1}$ is a common eigenvector of $J$ and $M$, and it follows that all eigenvectors of $M$ are eigenvectors of $J$ as well. Hence the eigenvalues of $J-t M$ are $n-t d,-t \lambda_{2}, \ldots,-t \lambda_{n}$. From the fact that the trace of $M$ is zero, and hence $\lambda_{n}<0$, it follows that the largest eigenvalue of $J-t M$ is either $n-t d$ or $-t \lambda_{n}$, and we get the best bound if we choose $t$ so that these two are equal: $t=n /\left(d-\lambda_{n}\right)$, giving the bound in the Proposition.

We can see just as in the proof of Theorem 11.5 that there is an optimizing matrix $U$ in 11.25 that is invariant under the automorphisms. So if $G$ has a node-transitive automorphism group, then the row-sums of this matrix are equal, and the same holds for $M=J-U$. This matrix $M$ satisfies the conditions in the Proposition, and attains equality.

If $G$ has an edge-transitive automorphism group, then all nonzero entries of $M$ are the same, and hence $M=t A_{G}$ for some $t \neq 0$. The value of $t$ cancels from the formula, so $M=A_{G}$ also provides equality.

### 11.3. Computing the theta-function

Perhaps the most important consequence of the formulas proved in Section 11.2 is that the value of $\vartheta(G)$ is polynomial time computable Grötschel-Lovász-Schrijver 1981. More precisely,

Theorem 11.11. There is an algorithm that computes, for every graph $G$ and every $\varepsilon>0$, a real number $t$ such that

$$
|\vartheta(G)-t|<\varepsilon .
$$

The running time of the algorithm is polynomial in $n$ and $\log (1 / \varepsilon)$.
Algorithms proving this theorem can be based on almost any of our formulas for $\vartheta$. The simplest is to refer to Theorem 11.2 giving a formulation of $\vartheta(G)$ as the optimum of a semidefinite program $\sqrt{11.6}$, and the polynomial time solvability of semidefinite programs (see Chapter 13).

The significance of this fact is underlined if we combine it with Theorem 11.1 . The two important graph parameters $\alpha(G)$ and $\chi(\bar{G})$ are both NP-hard, but they have a polynomial time computable quantity sandwiched between them.

Computability of the theta-function in an approximate sense, with an arbitrary small error, is an important fact, but not always satisfactory. Often we want explicit algebraic expressions, or at least explicit bounds. For example, it is important to know that $\vartheta\left(C_{5}\right)=\sqrt{5}$, not just that it is between 2.23606 and 2.23607. In the rest of this section we compute the theta-function of several classes of graphs, to illustrate the use of the formulas in the previous sections.

Example 11.12 (Cycles). Even cycles are trivial: If $n$ is even, then $\alpha\left(C_{n}\right)=$ $\vartheta\left(C_{n}\right)=\chi\left(\bar{C}_{n}\right)=n / 2$ and $\alpha\left(\bar{C}_{n}\right)=\vartheta\left(\bar{C}_{n}\right)=\chi\left(C_{n}\right)=2$. To derive the thetafunction on odd cycles, we can use Proposition 11.10. The eigenvalues of $C_{n}$ are $2 \cos (2 k \pi / n)(k=0,1, \ldots, n-1)$, of which $k=0$ gives the largest (which is 2 ) and $k=(n-1) / 2$ gives the smallest one (which is $2 \cos ((n-1) \pi / n)=-2 \cos (\pi / n)$. Hence

$$
\vartheta\left(C_{n}\right)=\frac{n \cos (\pi / n)}{1+\cos (\pi / n)}
$$

Since $C_{n}$ has a node-transitive automorphism group, this implies that

$$
\vartheta\left(\bar{C}_{n}\right)=1+\frac{1}{\cos (\pi / n)}
$$

In particular, $\vartheta\left(\bar{C}_{n}\right) \rightarrow 2$ as $n \rightarrow \infty$.
Example 11.13 (Kneser graphs). The Kneser graph $K_{k}^{n}$ is defined on node set $\binom{[n]}{k}$, by connecting two $k$-sets if and only if they are disjoint $(1 \leq k \leq n)$. Let us assume that $n \geq 2 k$ to exclude the trivial case of a graph with no edges. The set of $k$-sets containing any fixed element of $[n]$ is stable, hence $\alpha\left(K_{k}^{n}\right) \geq\binom{ n-1}{k-1}$. The Erdős-Ko-Rado Theorem asserts that this is the exact value; this fact will follow from our considerations below.

To compute the theta-function of this graph, we use the eigenvalues of its adjacency matrix. These are well known from coding theory:

$$
\begin{equation*}
\lambda_{t}=(-1)^{t}\binom{n-k-t}{k-t}, \quad(t=0,1, \ldots, k) \tag{11.30}
\end{equation*}
$$

The multiplicity of eigenvalue $\lambda_{t}$ is $\binom{n}{t}-\binom{n}{t-1}$ (but this will not be important here). The largest eigenvalue in $\binom{n-k}{k}$ (the degree of each node), while the smallest is the next one, $-\binom{n-k-1}{k-1}$.

We apply the formula in Proposition 11.10 , and get

$$
\begin{equation*}
\vartheta\left(K_{k}^{n}\right) \leq \frac{n\binom{n-k-1}{k-1}}{\binom{n-k}{k}-\binom{n-k-1}{k-1}}=\binom{n-1}{k-1} \tag{11.31}
\end{equation*}
$$

Comparing this upper bound with the lower bound on $\alpha\left(K_{n}^{k}\right)$, we see that they are equal, and so

$$
\begin{equation*}
\vartheta\left(K_{k}^{n}\right)=\alpha\left(K_{k}^{n}\right)=\binom{n-1}{k-1} . \tag{11.32}
\end{equation*}
$$

In particular, the Petersen graph $K_{2}^{5}$ has $\vartheta\left(K_{2}^{5}\right)=4$.
Since $K_{k}^{n}$ has a node-transitive automorphism group, it follows that

$$
\vartheta\left(\bar{K}_{k}^{n}\right)=\binom{n}{k} /\binom{n-1}{k-1}=\frac{n}{k}
$$

This is quite close to $\alpha\left(\bar{K}_{k}^{n}\right)=\lfloor n / k\rfloor$, but can be arbitrarily far from the chromatic number of $K_{k}^{n}$, which is known to be $n-2 k+2$.

Example 11.14 (Paley graphs). The Paley $\operatorname{graph} \mathrm{Pal}_{p}$ is defined for a prime $p \equiv 1$ $(\bmod 4)$. We take the $\{0,1, \ldots, p-1\}$ as nodes, and connect two of them if their difference is a quadratic residue. It is clear that these graphs have a node-transitive automorphism group, and it is easy to see that they are self-complementary. So Corollary 11.7 applies, and gives that $\vartheta\left(\mathrm{Pal}_{p}\right)=\sqrt{p}$. To determine the stability number of Paley graphs is an unsolved number-theoretic problem; it is conjectured that $\alpha\left(\mathrm{Pal}_{p}\right)=O\left((\log p)^{2}\right)$.

Example 11.15 (Cycles with diagonals). For graphs with a node-transitive automorphism group, the existence of automorphism-invariant optima can be very useful. We illustrate this on the graph $W_{n}$ obtained of an even cycle $C_{n}$ with its longest diagonals added. The graph $W_{6}$ is just the Kuratowski graph $K_{3,3}, W_{8}$ is the Wagner graph from Example 10.36. In fact, we can restrict our attention to the case when $n=4 k$ is a multiple of 4 , since otherwise $W_{n}$ is bipartite and $\vartheta\left(W_{n}\right)=\alpha\left(W_{n}\right)=n / 2$. We can observe the easy bounds $2 k-1 \leq \vartheta\left(W_{n}\right) \leq 2 k$, since $W_{n}$ has $2 k-1$ nonadjacent nodes and can be covered by $2 k$ edges.

Let $V\left(W_{n}\right)=\{0,1, \ldots, n-1\}$, where the nodes are labeled in the order of the original cycle. There exists an optimizing matrix $U$ in 11.25 that is invariant under rotation, which means that it has only three different entries:

$$
U_{i j}= \begin{cases}1+a, & \text { if } j-i \equiv \pm 1 \quad(\bmod 4 k) \\ 1+b, & \text { if } j-i \equiv 2 k \quad(\bmod 4 k) \\ 1, & \text { otherwise }\end{cases}
$$

It is easy to see that for every $(4 k)$-th root of unity $\varepsilon$, the vector $\left(1, \varepsilon, \varepsilon^{2}, \ldots \varepsilon^{n-1}\right)$ is an eigenvector of $U$. (This is a complex vector, so if we want to stay in the real field, we have to consider its real and imaginary parts; but it is more convenient here to do computations with complex vectors.) The eigenvalue $\lambda_{r}$ corresponding to $\varepsilon=e^{2 \pi i r / n}$ is easy to compute:

$$
\lambda_{0}=4 k+2 a+b,
$$

and

$$
\begin{aligned}
\lambda_{r} & =1+a \varepsilon+\varepsilon^{2}+\cdots+b \varepsilon^{2 k}+\varepsilon^{2 k+1}+\cdots+a \varepsilon^{n-1}=a(\varepsilon+\bar{\varepsilon})+b \varepsilon^{2 k} \\
& =2 a \cos \frac{r \pi}{2 k}+b(-1)^{r} \quad(r>0)
\end{aligned}
$$

We want to minimize $\max _{r} \lambda_{r}$. Each $\lambda_{r}=\lambda_{r}(a, b)$ is a linear function of $a$ and $b$, so we can find $\vartheta$ as the optimum of the linear program in 3 variables $a, b$ and $t$ :

$$
\vartheta\left(W_{n}\right)=\min _{a, b} \max _{r} \lambda_{r}(a, b)= \begin{cases}\operatorname{minimize} & t  \tag{11.33}\\ \text { subject to } & \lambda_{r}(a, b) \leq t, r=1, \ldots, n-1\end{cases}
$$

There are many ways to do a back-of-the-envelope computation here; one gets that $a=-k, b=-k+k \cos (\pi / k)$ is an optimal solution, giving

$$
\begin{equation*}
\vartheta\left(W_{n}\right)=k+k \cos \frac{\pi}{k} \tag{11.34}
\end{equation*}
$$

The main point in this example is to illustrate that for graphs with a node-transitive automorphism group, the value of the theta-function can be computed by a linear program, analogous to 11.33 ), where the number of unknowns is the number of orbits of the automorphism group on the edges. This may or may not lead to simple formula like in this case, but the computation is easy to perform, often even by hand.

Example 11.16 (Self-polar polytopes). A polytope $P \subseteq \mathbb{R}^{d}$ is called self-polar, if $P^{*}=-P$. Note that this condition implies that for each vertex $\mathbf{v}$, the inequality $(-\mathbf{v})^{\top} \mathbf{x} \leq 1$ defines a facet $F_{\mathbf{v}}$ of $P$, and we obtain all facets this way. We call two vertices $\mathbf{v}$ and $\mathbf{v}^{\prime}$ of $P$ opposite, if $\mathbf{v}^{\prime}$ lies on $F_{\mathbf{v}}$. In other words, $\mathbf{v}^{\top} \mathbf{v}^{\prime}=-1$, which shows that this is a symmetric relation. We call the polytope strongly selfpolar, if it is inscribed in a ball centered at the origin, in other words, there is an $r>0$ such that $|\mathbf{v}|=r$ for all vertices $\mathbf{v}$. For two opposite vertices we have $1=\mathbf{v}^{\top} \mathbf{u}<|\mathbf{v}||\mathbf{u}|=r^{2}$, and hence $r>1$. It also follows that the distance of any facet from the origin is $1 / r$, so the sphere with radius $1 / r$ about the origin is contained in $P$ and touches every facet.

In dimension 2 , regular polygons with an odd number of vertices, with appropriate edge length, are strongly self-polar. It was proved in Lovász 1983b that for every dimension $d$ and $\varepsilon>0$ there exist strongly self-polar polytopes inscribed in a sphere with radius $r<1+\varepsilon$.

Let $P$ be a strongly self-polar polytope in $\mathbb{R}^{d}$, and let $G$ be the graph on $V=V(P)$, in which two vertices are connected if and only of they are opposite. It was proved in Lovász 1983b that $\chi(G) \geq d+1$.

We can estimate $\vartheta(G)$ and $\vartheta(\bar{G})$ as follows. Let us label each vertex $\mathbf{v}$ of $P$ with the vector

$$
\mathbf{u}_{\mathbf{v}}=\frac{1}{\sqrt{r^{2}+1}}\binom{\mathbf{v}}{1}
$$

This is trivially a unit vector in $\mathbb{R}^{d+1}$, and $\mathbf{u}_{\mathbf{v}} \perp \mathbf{u}_{\mathbf{v}^{\prime}}$ for opposite vertices $\mathbf{v}$ and $\mathbf{v}^{\prime}$. So $\mathbf{u}$ is an orthonormal representation of $\bar{G}$. Using the vector $\mathbf{e}_{d+1}$ as handle, we see that

$$
\vartheta(\bar{G}) \leq \max _{\mathbf{v}} \frac{1}{\left(\mathbf{e}_{d+1}^{\top} \mathbf{u}_{\mathbf{v}}\right)^{2}}=r^{2}+1
$$

and

$$
\vartheta(G) \geq \sum_{\mathbf{v}}\left(\mathbf{e}_{d+1}^{\top} \mathbf{u}_{\mathbf{v}}\right)^{2}=\frac{n}{r^{2}+1}
$$

In particular, we see that $\chi(G)$ can be arbitrarily large while $\vartheta(\bar{G})$ can be arbitrarily close to 2 .
Example 11.17 (Random graphs). Consider the most basic random graph $G(n, 1 / 2)$ (as usual, $G(n, p)$ denotes a random graph on $n$ nodes with edge probability $p$ ). It is a nontrivial problem to determine the theta-function of a random graph, and not completely solved. To start with a heuristic, recall Corollary 11.7 a self-complementary graph $G$ with a node-transitive automorphism group has $\vartheta(G)=\sqrt{n}$. As a special case, the Paley graph $\mathrm{Pal}_{p}$ is quasirandom (informally, it behaves like a random graph in many respects) with edge-density $1 / 2$ and $\vartheta\left(\mathrm{Pal}_{p}\right)=\sqrt{p}$.

The graph $G(n, 1 / 2)$ is, of course, not self-complementary, and its automorphism group is trivial, with high probability. However, its distribution is invariant under complementation and also under all permutations of the nodes. Informally, it is difficult to distinguish it from its complement (as it is difficult to distinguish any two random graphs with the same edge-density), and apart from a little variance in the degrees, it is difficult to distinguish any two nodes. So perhaps it does behave like a self-complementary graph with a node-transitive automorphism group would!

This heuristic predicts the right order of magnitude of $\vartheta(G(n, 1 / 2))$, namely it is of the order $\sqrt{n}$. However, no proof is known that would build on the heuristic above. It was proved in [Juhász 1982] that with high probability,

$$
\begin{equation*}
\frac{1}{3} \sqrt{n}<\vartheta\left(G\left(n, \frac{1}{2}\right)\right)<3 \sqrt{n} \tag{11.35}
\end{equation*}
$$

The method extends to estimating the theta-function for random graphs with other edge-densities. If $p$ is a constant and $n \rightarrow \infty$, then with high probability,

$$
\frac{1}{3} \sqrt{\frac{p n}{1-p}} \leq \vartheta(G(n, p)) \leq 3 \sqrt{\frac{(1-p) n}{p}}
$$

The analysis can be extended to the case when $(\ln n)^{1 / 6} / n \leq p \leq 1-(\ln n)^{1 / 6} / n$ Coja-Oghlan-Taraz 2004 (see Coja-Oghlan 2003 for more results about the concentration of this value).

We sketch the proof in the case $p=1 / 2$. First, consider the upper bound. The proof of Juhász refers to a result of [Füredi-Komlós 1981] bounding the eigenvalues of random matrices. Let $A$ be the matrix defined by

$$
A_{i j}= \begin{cases}-1, & \text { if } i j \in E \\ 1, & \text { otherwise }\end{cases}
$$

Note that $\mathrm{E}\left(A_{i j}\right)=0$ and $A_{i j}^{2}=1$ for $i \neq j$. The matrix $A$ satisfies the conditions in Proposition 11.9, and hence the results of [Füredi-Komlós 1981] provide the bound

$$
\vartheta(G) \leq \lambda_{\max }(A) \leq 3 \sqrt{n}
$$

To prove the lower bound, it suffices to invoke Lemma 11.4 and apply the upper bound to the complementary graph:

$$
\vartheta\left(G\left(n, \frac{1}{2}\right)\right)=\vartheta\left(\bar{G}\left(n, \frac{1}{2}\right)\right) \geq \frac{n}{\vartheta\left(G\left(n, \frac{1}{2}\right)\right)} \geq \frac{n}{3 \sqrt{n}}=\frac{1}{3} \sqrt{n}
$$

with high probability.

### 11.4. Stable sets

11.4.1. Stability number and theta. We have introduced $\vartheta(G)$ as an upper bound on the stability number $\alpha(G)$. How good an approximation of the stability number is obtained this way? We have seen in Theorem 11.1 that

$$
\alpha(G) \leq \vartheta(G) \leq \chi(\bar{G})
$$

But $\alpha(G)$ and $\chi(\bar{G})$ can be very far apart, and unfortunately, the approximation of $\alpha$ by $\vartheta$ can be quite as poor. We have seen that for a random graph $G$ with edge density $1 / 2$, we have $\alpha(G)=O(\ln n)$, but $\vartheta(G)=\Theta(\sqrt{n})$ (with high probability as $n \rightarrow \infty$ ). Even worse examples can be constructed Feige 1995: sequences of graphs $G$ for which $\alpha(G)=n^{o(1)}$ and $\vartheta(G)=n^{1-o(1)}$; in other words, $\vartheta / \alpha$ can be larger than $n^{1-\varepsilon}$ for every $\varepsilon>0$. (The existence of such graphs also follows from the $P \neq N P$ hypothesis and the results of Håstad 1999, asserting that it is NPhard to determine $\alpha(G)$ with a relative error less than $n^{1-\varepsilon}$.) By Szegedy 1994, this also implies that $\vartheta(\bar{G})$ does not approximate the chromatic number within a factor of $n^{1-\varepsilon}$.

These constructions do leave a little room for something interesting, namely in the cases when either $\alpha$ is very small, or if $\vartheta$ is very large. There are indeed (rather weak, but useful) results in both cases.

First, consider the case when $\alpha$ is very small. Konyagin 1981 proved that if $\alpha(G)=2$ then $\vartheta(G)=O\left(n^{1 / 3}\right)$, and constructed a graph with $\alpha(G)=2$ and $\vartheta(G)=\Omega\left(n^{c}\right)$ for $c>0$. The matching lower bound of $\Omega\left(n^{1 / 3}\right)$ was proved by Alon Alon 1994, improving a slightly weaker lower bound of Kashin-Konyagin 1981). (The construction, which is quite involved, is not reproduced here.) For general $\alpha(G)$, Alon-Kahale 1998 proved the following theorem:
Theorem 11.18. Let $G$ be a graph with $n$ nodes and $\alpha(G)=k$. Then

$$
\vartheta(G) \leq 16 n^{\frac{k-1}{k+1}}
$$

To prove this theorem, we need a lemma that facilitates recurrence when bounding the theta-function.

Lemma 11.19. Let $G$ be a graph, and for $i \in V$, let $G_{i}=G[\bar{N}(i)]$. Then

$$
\vartheta(G) \leq 1+\max _{i \in V} \sqrt{|\bar{N}(i)| \vartheta\left(G_{i}\right)}
$$

Proof. Let $\left(\mathbf{v}_{i}, \mathbf{d}\right)$ be an optimal dual orthonormal representation of $G$. By inequality 11.29,

$$
\vartheta(G) \leq \max _{i} \sum_{j}\left|\mathbf{v}_{i}^{\top} \mathbf{v}_{j}\right|=1+\max _{i} \sum_{j \in \bar{N}(i)}\left|\mathbf{v}_{i}^{\top} \mathbf{v}_{j}\right| .
$$

For any given $i$, we use the Cauchy-Schwarz Inequality:

$$
\left(\sum_{j \in \bar{N}(i)}\left|\mathbf{v}_{i}^{\top} \mathbf{v}_{j}\right|\right)^{2} \leq|\bar{N}(i)| \sum_{j \in \bar{N}(i)}\left(\mathbf{v}_{i}^{\top} \mathbf{v}_{j}\right)^{2} \leq|\bar{N}(i)| \vartheta\left(G_{i}\right)
$$

since we can consider $\left(\mathbf{v}_{j}: j \in \bar{N}(i)\right)$ as a dual orthonormal representation of $G_{i}$ with handle $\mathbf{v}_{i}$. Combining these two inequalities, we get the Lemma.

Proof of Theorem 11.18. The case $k=1$ is trivial, so assume that $k>1$. We use induction on the number of nodes. Let $\Delta=\max _{i}|\bar{N}(i)|$ and $G_{i}=G[\bar{N}(i)]$, then $\alpha\left(G_{i}\right) \leq k-1$ for every node $i$, and hence $\vartheta\left(G_{i}\right) \leq 16 \Delta^{(k-2) / k}$. So Lemma 11.19 implies that

$$
\vartheta(G) \leq 1+\max _{i} \sqrt{|\bar{N}(i)| \vartheta\left(G_{i}\right)} \leq 1+\sqrt{\Delta \cdot\left(16 \Delta^{\frac{k-2}{k}}\right)}=1+4 \Delta^{\frac{k-1}{k}}
$$

If $\Delta \leq 3 n^{k /(k+1)}$, then

$$
1+4 \Delta^{\frac{k-1}{k}} \leq 1+4 \cdot 3^{\frac{k-1}{k}} n^{\frac{k}{k+1} \frac{k-1}{k}}<1+12 n^{\frac{k-1}{k+1}}<16 n^{\frac{k-1}{k+1}}
$$

and we are done. If $\Delta>3 n^{k /(k+1)}$, then let $i$ be a node with $|\bar{N}(i)|=\Delta$, and consider the partition of the nodes into the sets $S_{1}=\bar{N}(i)$ and $S_{2}=\{i\} \cup N(i)$. Note that $\alpha\left(G\left[S_{2}\right]\right) \leq \alpha(G)-1=k-1$. So by induction on the number of nodes,

$$
\begin{aligned}
\vartheta(G) & \leq \vartheta\left(G\left[S_{1}\right]\right)+\vartheta\left(G\left[S_{2}\right]\right) \leq 16 \Delta^{\frac{k-2}{k}}+16(n-\Delta)^{\frac{k-1}{k+1}} \\
& =16 \Delta^{\frac{k-2}{k}}+16 n^{\frac{k-1}{k+1}}\left(1-\frac{\Delta}{n}\right)^{\frac{k-1}{k+1}}<16 \Delta^{\frac{k-2}{k}}+16 n^{\frac{k-1}{k+1}}\left(1-\frac{k-1}{k+1} \cdot \frac{\Delta}{n}\right) \\
& =16 n^{\frac{k-1}{k+1}}+16 \Delta\left(\Delta^{-\frac{2}{k}}-\frac{k-1}{k+1} n^{-\frac{2}{k+1}}\right) \\
& \leq 16 n^{\frac{k-1}{k+1}}+16 \Delta n^{-\frac{2}{k+1}}\left(3^{-\frac{2}{k}}-\frac{k-1}{k+1}\right) \leq 16 n^{\frac{k-1}{k+1}} .
\end{aligned}
$$

To motivate the next theorem, let us think of the case when the chromatic number is small, say $\chi(G) \leq t$, where we think of $t$ as a constant. Trivially, $\alpha(G) \geq$ $n / t$, and nothing better can be said. From the weaker assumption that $\omega(G) \leq t$ we get a much weaker bound: using the result of Ajtai-Komlós-Szemerédi 1980 in the theory of off-diagonal Ramsey numbers, one gets (essentially) a power of $n$ as a lower bound:

$$
\begin{equation*}
\alpha(G)=\Omega\left(\left(\frac{n}{\log n}\right)^{\frac{1}{t-1}}\right) \tag{11.36}
\end{equation*}
$$

The inequality $\vartheta(\bar{G}) \leq t$ is a condition that is between the previous two, and the following theorem of Karger-Motwani-Sudan 1994 does give a lower bound on $\alpha(G)$ that is better than (11.36) (for $t>2$ ). In addition, the proof provides a polynomial time randomized algorithm to construct a stable set of the appropriate size, whose use we will explain later.

Theorem 11.20. Let $G$ be a graph and $t=\vartheta(\bar{G})$. Then

$$
\alpha(G) \geq \frac{n^{\frac{3}{t+1}}}{10 \sqrt{\ln n}}
$$

Proof. The case $t=2$ is easy (cf. Exercise 11.1), so we assume that $t>2$. By Theorem $11.2, t$ is the strict vector chromatic number of $G$, and hence there are unit vectors $\mathbf{u}_{i} \in \mathbb{R}^{k}$ (in some dimension $k$ ) such that $\mathbf{u}_{i}^{\top} \mathbf{u}_{j}=-1 /(t-1)$ whenever $i j \in E$.

Let $\mathbf{w}$ be a random point in $\mathbb{R}^{d}$ whose coordinates are independent standard Gaussian random variables. Fix an $s>0$, and consider the set $S=\left\{i: \mathbf{w}^{\top} \mathbf{u}_{i} \geq\right.$
$s\}$. The inner product $\mathbf{w}^{\top} \mathbf{u}_{i}$ has standard Gaussian distribution, and hence the probability that a given node belongs to $S$ is

$$
Q(s)=\frac{1}{\sqrt{2 \pi}} \int_{s}^{\infty} e^{-x^{2} / 2} d x
$$

and the expected size of $S$ is $\mathrm{E}|S|=Q(s) n$.
Next we show that $S$ does not induce too many edges. Let $i j \in E$, then $\left|\mathbf{u}_{i}+\mathbf{u}_{j}\right|^{2}=(2 t-4) /(t-1)$, and so the probability that both nodes $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ belong to $S$ can be estimated as follows:

$$
\mathcal{P}\left(\mathbf{w}^{\top} \mathbf{u}_{i} \geq s, \mathbf{w}^{\top} \mathbf{u}_{j} \geq s\right) \leq \mathcal{P}\left(\mathbf{w}^{\top}\left(\mathbf{u}_{i}+\mathbf{u}_{j}\right) \geq 2 s\right)=Q\left(\sqrt{\frac{2 t-2}{t-2}} s\right)
$$

Hence the expected number of edges spanned by $S$ satisfies

$$
\mathrm{E}|E[S]| \leq Q\left(\sqrt{\frac{2 t-2}{t-2}} s\right) m
$$

where $m=|E|$. We can delete at most $|E[S]|$ nodes from $S$ (one from each edge it induces) to get a stable set $T$ with expected size

$$
\mathrm{E}|T| \geq \mathrm{E}(|S|-|E[S]|)=\mathrm{E}|S|-\mathrm{E}|E[S]| \geq Q(s) n-Q\left(\sqrt{\frac{2 t-2}{t-2}} s\right) m
$$

We want to choose $s$ so that it maximizes the right hand side. By elementary computation we get that

$$
s=\sqrt{\frac{2 t-4}{t} \ln \frac{m}{n}}
$$

is an approximately optimal choice. Using the well known estimates

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi}} \frac{1}{s} e^{-s^{2} / 2}<Q(s)<\frac{1}{\sqrt{2 \pi}} \frac{s}{s^{2}+1} e^{-s^{2} / 2} \tag{11.37}
\end{equation*}
$$

we get

$$
\alpha(G) \geq \frac{1}{10 \sqrt{\ln (m / n)}} m^{-\frac{t-2}{t}} n^{\frac{2 t-2}{t}} .
$$

If $m<n^{(2 t+1) /(t+1)}$, then this proves the theorem.
If $m \geq n^{(2 t+1) /(t+1)}$, then there is a node $i$ with degree $\Delta \geq 2 m / n \geq 2 n^{t /(t+1)}$. Clearly $\vartheta(G[N(i)]) \leq t-1$ (see Exercise 11.3), and hence by induction on $n, G[N(i)]$ has a stable set of size at least $\Delta^{3 / t} /(10 \sqrt{\ln \Delta})>n^{3 /(t+1)} /(10 \sqrt{\ln n})$. This proves the theorem in this case as well.
11.4.2. The stable set polytope. Stable sets and cliques give rise to important polyhedra associated with graphs. After summarizing some basic properties of these polyhedra, we show that orthogonal representations provide an interesting related convex body, with nice duality properties.

The stable set polytope $\operatorname{STAB}(G)$ of a graph $G$ is the convex hull of incidence vectors of all stable sets. This gives us a polytope in $\mathbb{R}^{V}$. The stability number $\alpha(G)$ can be obtained by maximizing the linear function $\sum_{i \in V} x_{i}$ over this polytope, which suggests that methods from linear programming can be used here.

With this goal in mind, we have to find a system of linear inequalities whose solution set is exactly the polytope $\operatorname{STAB}(G)$. It would be best to find a minimal such system, which is unique. If we can find this system, then the task of computing
the stability number $\alpha(G)$ of $G$ reduces to maximizing $\sum_{i \in V} x_{i}$ subject to these constraints, which means solving a linear program. Unfortunately, this system of linear inequalities is in general exponentially large and very complicated. But if we find at least some linear inequalities valid for the stable set polytope, then solving the linear program we get an upper bound on $\alpha(G)$, and for special graphs, we get the exact value.

So we want to find linear inequalities (constraints) valid for the incidence vector of every stable set. We start with the trivial nonnegativity constraints:

$$
\begin{equation*}
x_{i} \geq 0 \quad(i \in V) \tag{11.38}
\end{equation*}
$$

The fact that the set is stable is reflected by the edge constraints:

$$
\begin{equation*}
x_{i}+x_{j} \leq 1 \quad(i j \in E) \tag{11.39}
\end{equation*}
$$

Inequalities 11.38) and 11.39 define the fractional stable set polytope $\operatorname{FSTAB}(G)$. Integral points in $\operatorname{FSTAB}(G)$ are exactly the incidence vectors of stable sets, but $\operatorname{FSTAB}(G)$ may have other (nonintegral) vertices, and is in general larger than $\operatorname{STAB}(G)$ (cf. Exercise 11.18 ). The case of equality has a nice characterization.
Proposition 11.21. $\operatorname{STAB}(G)=\operatorname{FSTAB}(G)$ if and only if $G$ is bipartite.
Let $\alpha^{f}(G)$ denote the maximum of $\sum_{i} x_{i}$ over $\mathbf{x} \in \operatorname{FSTAB}(G)$. Trivially $\alpha(G) \leq \alpha^{f}(G)$, and $\alpha^{f}(G)$ is computable in polynomial time (since 11.38) and (11.39) describe a linear program defining $\alpha^{f}$ ). The difference $\alpha^{f}-\alpha$ will play a role in Chapter 18.

We can strengthen the edge constraints if the graph has larger cliques. Every clique $B$ gives rise to a clique constraint:

$$
\begin{equation*}
\sum_{i \in B} x_{i} \leq 1 \tag{11.40}
\end{equation*}
$$

Inequalities 11.38 and 11.40 define a polytope $\operatorname{QSTAB}(G)$, the cliqueconstrained fractional stable set polytope of $G$. Since cliques in $G$ correspond to stable sets in $\bar{G}$ and vice versa, it is easy to see that $\operatorname{QSTAB}(G)$ is just the antiblocker of $\operatorname{STAB}(\bar{G})$ (cf. Section C.3).

Again, we can introduce a corresponding relaxation of the stability number, namely the quantity $\alpha^{*}(G)$ defined as the maximum of $\sum_{i} x_{i}$ over $\mathbf{x} \in \operatorname{QSTAB}(G)$. This quantity is a sharper upper bound on $\alpha(G)$ then $\alpha^{f}$, but it is NP-hard to compute Grötschel-Lovász-Schrijver 1984. See also Exercise 11.20.

The polytope $\operatorname{QSTAB}(G)$ is contained in $\operatorname{FSTAB}(G)$, but is still larger than $\operatorname{STAB}(G)$ in general. The case of equality leads us to an interesting and rich class of graphs, of which we give a very brief survey.
11.4.3. Perfect graphs. Recall again the basic inequality

$$
\alpha(G) \leq \vartheta(G) \leq \chi(\bar{G})
$$

For graphs with $\alpha(G)=\chi(\bar{G})$, we have equality here, so $\vartheta$ is an integer. To know this is useful; just to mention one consequence, calling the approximation algorithm in Theorem 11.11 with an error bound of $1 / 3$ gives the exact value of $\vartheta$.

But which graphs have this nice property? It turns out that the condition $\alpha(G)=\chi(\bar{G})$ does not say much about the structure of $G$, but a strengthened version of it leads to a very interesting class of graphs. A graph $G$ is called perfect, if for every induced subgraph $G^{\prime}$ of $G$, we have $\omega\left(G^{\prime}\right)=\chi\left(G^{\prime}\right)$. Every bipartite
graph is perfect, since they satisfy $\omega(G)=\chi(G)=2$ (if they have an edge) or $\omega(G)=\chi(G)=1$ (if they have no edge), and their induced subgraphs are also bipartite. Figure 11.2 shows some perfect and nonperfect graphs.


Figure 11.2. Some perfect graphs (first row) and some nonperfect graphs (second row).

To be perfect is a rather strong structural property; nevertheless, many interesting classes of graphs are perfect (bipartite graphs, their complements and their linegraphs, interval graphs, comparability and incomparability graphs of posets, chordal graphs, split graphs, etc.).

The following deep characterization of perfect graphs was conjectured by Berge in 1961 and proved by Chudnovski, Robertson, Seymour and Thomas Chudnovsky et al. 2006.

Theorem 11.22 (Strong Perfect Graph Theorem). A graph is perfect if and only if neither the graph nor its complement contains a chordless odd cycle longer than 3.

As a corollary we can state the "Weak Perfect Graph Theorem" proved earlier Lovász 1972:

Theorem 11.23. The complement of a perfect graph is perfect.
From this theorem it follows that in the definition of perfect graphs we could replace the equation $\omega\left(G^{\prime}\right)=\chi\left(G^{\prime}\right)$ by $\alpha\left(G^{\prime}\right)=\chi\left(\overline{G^{\prime}}\right)$. Perfectness can also be characterized in terms of the stable set polytope Chvátal 1975:

Theorem 11.24. $\operatorname{STAB}(G)=\operatorname{QSTAB}(G)$ if and only if $G$ is perfect.
Based on our remark above, the condition $\operatorname{STAB}(G)=\operatorname{QSTAB}(G)$ is equivalent to saying that $\operatorname{STAB}(\bar{G})$ and $\operatorname{STAB}(G)$ are antiblockers, which is a condition symmetric in $G$ and $\bar{G}$. So Theorem 11.24 implies Theorem 11.23 .

Turning to algorithms, Theorem 11.11 implies:
Corollary 11.25. The stability number and the chromatic number of a perfect graph are polynomial time computable.

Using the algorithms of Corollary 11.25 one can compute more than just these values: one can compute a maximum stable set and an optimal coloring in a perfect graph in polynomial time (see Exercise 11.19).

It is interesting (and somewhat frustrating) that the only other way of computing the stability number of a perfect graph in polynomial time is to use the very advanced structure theory of perfect graphs, developed more recently by Chudnovski, Robertson, Seymour and Thomas Chudnovsky et al. 2006. This deep theory is combinatorial, but quite involved.

Theorem 11.11 extends to the weighted version of the theta-function. Maximizing a linear function over $\operatorname{STAB}(G)$ or $\operatorname{QSTAB}(G)$ is NP-hard; but, surprisingly, TSTAB behaves much better: Every linear objective function can be maximized over $\operatorname{TSTAB}(G)$ (with an arbitrarily small error) in polynomial time. This applies in particular to $\vartheta(G)$, which is the maximum of $\sum_{i} x_{i}$ over $\operatorname{TSTAB}(G)$. See Grötschel-Lovász-Schrijver 1988, Knuth 1994 for more detail.
11.4.4. Orthogonality constraints. For every orthonormal representation $\left(\mathbf{u}_{i}, \mathbf{c}\right)$ of $G$, we consider the linear constraint

$$
\begin{equation*}
\sum_{i \in V}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2} x_{i} \leq 1 \tag{11.41}
\end{equation*}
$$

which we call an orthogonality constraint. The solution set of nonnegativity and orthogonality constraints is denoted by $\operatorname{TSTAB}(G)$. It is clear that TSTAB is a closed, full-dimensional, convex set. The orthogonality constraints are valid if $x$ is the indicator vector of a stable set of nodes (cf. (11.4)), and therefore they are valid for $\operatorname{STAB}(G)$. Furthermore, every clique constraint is an orthogonality constraint. Indeed, for every clique $B$, the constraint $\sum_{i \in B} x_{i} \leq 1$ is obtained from the orthogonal representation

$$
i \mapsto\left\{\begin{array}{ll}
\mathbf{e}_{1}, & i \in B, \\
\mathbf{e}_{i}, & \text { otherwise },
\end{array} \quad \mathbf{c}=\mathbf{e}_{1}\right.
$$

Hence

$$
\begin{equation*}
\operatorname{STAB}(G) \subseteq \operatorname{TSTAB}(G) \subseteq \operatorname{QSTAB}(G) \tag{11.42}
\end{equation*}
$$

for every graph $G$.
There are several other characterizations of TSTAB. These are based on an extension of the theta-function to the case when we are also given a weighting $w: V \rightarrow \mathbb{R}_{+}$. Generalizing the formulas 11.12 - 11.16 , the quantity $\vartheta(G, w)$ can be defined by any of the following formulas Grötschel-Lovász-Schrijver 1986:

$$
\begin{align*}
\vartheta(G, w) & =\min \left\{\max _{i \in V} \frac{w_{i}}{\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}}: \mathbf{u} \text { ONR of } G,|\mathbf{c}|=1\right\}  \tag{11.43}\\
& =\min \left\{t \geq 2:\left|\mathbf{y}_{i}\right|^{2}=t-w_{i}, \mathbf{y}_{i}^{\top} \mathbf{y}_{j}=-\sqrt{w_{i} w_{j}}(i j \in \bar{E})\right\}  \tag{11.44}\\
& =\min \left\{\max _{i \in V}\left(Y_{i i}+w_{i}\right): Y \succeq 0, Y_{i j}=-\sqrt{w_{i} w_{j}}(i j \in \bar{E})\right\}  \tag{11.45}\\
& =\max \left\{\sum_{i, j \in V} w_{i} w_{j} Z_{i j}: Z \succeq 0, Z_{i j}=0(i j \in E), \sum_{i} Z_{i i}=1\right\}  \tag{11.46}\\
& =\max \left\{\sum_{i \in V} w_{i}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2}: \mathbf{v} \text { ONR of } \bar{G},|\mathbf{d}|=1\right\} . \tag{11.47}
\end{align*}
$$

The equivalence of 11.43 - 11.47 ) can be obtained extending the proof Theorem 11.2 to the node-weighted version (at the cost of a little more computation), which is
described in the book Grötschel-Lovász-Schrijver 1988, and we do not reproduce the proof here.

Similarly as in the unweighted case, the optima in 11.43) and 11.47) satisfy the relations

$$
\begin{equation*}
\mathbf{c d}^{\top}=\sum_{i}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right) \mathbf{u}_{i} \mathbf{v}_{i}^{\top} \tag{11.48}
\end{equation*}
$$

and its consequences formulated there. (The node-weights don't enter this relation.)
For every orthonormal representation $\mathbf{u}=\left(\mathbf{u}_{i}: i \in V\right)$ with handle $\mathbf{c}$, we call the vector $\left(\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}: i \in V\right)$ the profile of the representation. We can state two further characterizations of $\operatorname{TSTAB}(G)$ :

Proposition 11.26. (a) $x \in \operatorname{TSTAB}(G)$ if and only if $\vartheta(\bar{G}, x) \leq 1$.
(b) The body $\operatorname{TSTAB}(G)$ is exactly the set of profiles of dual orthonormal representations of $G$.

Proof. (a) follows from 11.47).
(b) The profile of every dual orthonormal representation belongs to $\operatorname{TSTAB}(G)$; this is equivalent to 11.11 . Conversely, let $x \in \operatorname{TSTAB}(G)$. Then $\vartheta(\bar{G}, x) \leq 1$ by (a), so 11.43 implies that there is a dual orthonormal representation $\mathbf{v}$ of $G$ with handle $\mathbf{d}$ for which $x_{i} \leq \mathbf{d}^{\top} \mathbf{v}_{i}$ for all nodes $i \in V$. Thus the vectors $\mathbf{v}_{i}^{\prime}=\left(x_{i} / \mathbf{d}^{\top} \mathbf{v}_{i}\right) \mathbf{v}_{i}$ satisfy $\mathbf{d}^{\top} \mathbf{v}_{i}^{\prime}=x_{i}$. The vectors $\mathbf{v}_{i}^{\prime}$ are not of unit length, but the vectors

$$
\mathbf{v}_{i}^{\prime \prime}=\binom{\mathbf{v}_{i}^{\prime}}{\sqrt{1-\left|\mathbf{v}_{i}^{\prime}\right|^{2}} \mathbf{e}_{i}} \quad \text { and } \quad \mathbf{d}^{\prime \prime}=\binom{\mathbf{d}}{0}
$$

form a dual orthonormal representation of $G$ with profile $x$.
The last characterization of $\operatorname{TSTAB}(G)$ is equivalent to the following duality result.

Corollary 11.27. $\operatorname{TSTAB}(\bar{G})$ is the antiblocker of $\operatorname{TSTAB}(G)$.
Next we determine the vertices of $\operatorname{TSTAB}(G)$. Recall that a vertex of a convex body $K$ is a boundary point $\mathbf{v}$ that is the unique point of intersection of all hyperplanes supporting $K$ at $\mathbf{v}$. This means that there is a pointed convex cone containing $K$ with $\mathbf{v}$ as its vertex. This is to be distinguished from an extreme point, which is the unique point of intersection of a hyperplane supporting $K$ with $K$.

Theorem 11.28. The vertices of $\operatorname{TSTAB}(G)$ are exactly the incidence vectors of stable sets in $G$.

Does this imply that $\operatorname{TSTAB}(G)=\operatorname{STAB}(G)$ ? Of course not, since $\operatorname{TSTAB}(G)$ (as every convex body) is the convex hull of its extreme points, but not necessarily of its vertices.

Proof. The vector $\mathbb{1}_{A}$, where $A$ is a stable set of nodes, is the unique common point of $n$ supporting hyperplanes $x_{i}=1(i \in A)$ and $x_{i}=0(i \in V \backslash A)$, and so it is a vertex of $\operatorname{TSTAB}(G)$.

Conversely, let $z=\left(z_{i}: i \in V\right)$ be a vertex of $\operatorname{TSTAB}(G)$. If $z_{i}=0$ for some node $i$, then we can delete $i$ : We get a graph $G^{\prime}$ for which $\operatorname{TSTAB}\left(G^{\prime}\right)=$ $\operatorname{TSTAB}(G) \cap\left\{z_{i}=0\right\}$, and so $\left.z\right|_{V \backslash i}$ is a vertex of $\operatorname{TSTAB}\left(G^{\prime}\right)$, and we can proceed by induction.

So we may assume that $z_{i}>0$ for all $i \in V$. Since $z \in \operatorname{TSTAB}(G)$, we can write $z_{i}=\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2}$ for some dual orthonormal representation $\left(\mathbf{v}_{i}: i \in V\right)$ of $G$ and unit vector $\mathbf{d}$.

Let $a^{\top} x \leq 1$ be a hyperplane that supports $\operatorname{TSTAB}(G)$ at $z$. Then $a \in$ $\operatorname{TSTAB}(\bar{G})$ by Corollary 11.27, and hence there is an orthonormal representation $\left(\mathbf{u}_{i}: i \in V\right)$ of $G$ and unit vector $\mathbf{c}$ such that $a_{i}=\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}$. From 11.48, we get

$$
\mathbf{d}=\sum_{i}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right) \mathbf{v}_{i}
$$

Multiplying by any vector $\mathbf{y}$, we get

$$
\mathbf{d}^{\top} \mathbf{y}=\sum_{i}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)^{2}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)\left(\mathbf{v}_{i}^{\top} \mathbf{y}\right)=\sum_{i} a_{i}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)\left(\mathbf{v}_{i}^{\top} \mathbf{y}\right) .
$$

Thus if $\mathbf{y}$ is not orthogonal to $\mathbf{d}$, then the point $z^{\prime}$ defined by $z_{i}^{\prime}=$ $\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)\left(\mathbf{v}_{i}^{\top} \mathbf{y}\right) /\left(\mathbf{d}^{\top} \mathbf{y}\right)$ is contained in the supporting hyperplane $\sum_{i} a_{i} x_{i}=1$. This holds for every supporting hyperplane at $z$. Since $z$ is a vertex, the only common point of hyperplanes supporting $\operatorname{TSTAB}(G)$ at $z$ is $z$ itself (here we use that $z$ is a vertex, not just an extreme point). Thus $z^{\prime}=z$, which means that $\mathbf{v}_{i}^{\top} \mathbf{y}=\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)\left(\mathbf{d}^{\top} \mathbf{y}\right)$ for all $i$ (here we use that $z_{i} \neq 0$ for all $\left.i\right)$. This relation holds for almost all $\mathbf{y}$, which implies that $\mathbf{v}_{i}=\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right) \mathbf{d}$, and since $\mathbf{v}_{i}$ is a unit vector, we get $\mathbf{v}_{i}=\mathbf{d}$. So no two vectors $\mathbf{v}_{i}$ are orthogonal, and thus $G$ has no edges. But then $z=\mathbb{1}_{V}$ is the incidence vector of a stable set as claimed.

Example 11.29. Consider the graph $C_{5}$, with node set $\{1, \ldots, 5\}$. The polytope $\operatorname{STAB}\left(C_{5}\right)$ has 11 vertices (the origin, the basic unit vectors, and the incidence vectors of nonadjacent pairs of nodes). The facets are defined by the nonnegativity constraints, edge constraints, and single further inequality

$$
\begin{equation*}
x_{1}+x_{2}+x_{3}+x_{4}+x_{5} \leq 2 \tag{11.49}
\end{equation*}
$$

Since $C_{5}$ has no triangles, we have $\mathrm{QSTAB}=\mathrm{FSTAB}$. This polytope has a single vertex $\left(\frac{1}{2}, \ldots, \frac{1}{2}\right)$ in addition to the incidence vectors of stable sets.

Turning to TSTAB, we know by Theorem 11.28 that it has 11 vertices, the same vertices as STAB. The umbrella construction in Example 10.6 gives a point

$$
\begin{equation*}
\left(\frac{1}{\sqrt{5}}, \ldots, \frac{1}{\sqrt{5}}\right)^{\top} \in \operatorname{TSTAB}\left(C_{5}\right) \tag{11.50}
\end{equation*}
$$

which is not in $\operatorname{STAB}(G)$ by 11.49 . Applying the umbrella construction to the complement, and scaling, we get an orthogonality constraint

$$
\begin{equation*}
x_{1}+\cdots+x_{5} \leq \sqrt{5} \tag{11.51}
\end{equation*}
$$

showing that the special vertex of $\operatorname{FSTAB}\left(C_{5}\right)$ does not belong to $\operatorname{TSTAB}\left(C_{5}\right)$.
This example shows that not every orthogonality constraint follows from the clique constraints. In fact, the number of essential orthogonality constraints is infinite unless the graph is perfect.

Proposition 11.30. $\operatorname{TSTAB}(G)$ is polyhedral if and only if the graph is perfect.
Proof. If $G$ is perfect, then $\operatorname{STAB}(G)=\operatorname{QSTAB}(G)$ by Theorem 11.24 and (11.42) implies that $\operatorname{TSTAB}(G)=\operatorname{STAB}(G)=\operatorname{QSTAB}(G)$, so $\operatorname{TSTAB}(G)$ is polyhedral. To prove the converse, suppose that $\operatorname{TSTAB}(G)$ is polyhedral, then Theorem 11.28 implies that $\operatorname{TSTAB}(G)=\operatorname{STAB}(G)$. We can apply this argument to $\bar{G}$,
since the antiblocker $\operatorname{TSTAB}(G)^{\mathrm{abl}}=\operatorname{TSTAB}(\bar{G})$ is also polyhedral; we get that

$$
\operatorname{TSTAB}(G)=\operatorname{TSTAB}(\bar{G})^{\mathrm{abl}}=\operatorname{STAB}(\bar{G})^{\mathrm{abl}}=\operatorname{QSTAB}(G)
$$

So $\operatorname{STAB}(G)=\operatorname{TSTAB}(G)=\operatorname{QSTAB}(G)$, which implies that $G$ is perfect by Theorem 11.24 .

### 11.5. Applications

11.5.1. Shannon capacity. In the introduction, we have described how to use orthogonal representations to determine the Shannon zero-error capacity of the pentagon. What happens with other confusion graphs?

Let $V$ be an alphabet with confusion graph $G=(V, E)$. To describe the confusion graph of longer messages, we use the strong product of two graphs. In these terms, $\alpha\left(G^{\boxtimes k}\right)$ is the maximum number of non-confusable words of length $k$ : words composed of elements of $V$, so that for every two words there is at least one $i(1 \leq i \leq k)$ such that the $i$-th letters are different and nonadjacent in $G$, i.e., non-confusable. It is easy to see that

$$
\begin{equation*}
\alpha(G \boxtimes H) \geq \alpha(G) \alpha(H) \tag{11.52}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
\alpha\left(G^{\boxtimes(k+l)}\right) \geq \alpha\left(G^{\boxtimes k}\right) \alpha\left(G^{\boxtimes l}\right), \tag{11.53}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\alpha\left(G^{\boxtimes k}\right) \geq \alpha(G)^{k} \tag{11.54}
\end{equation*}
$$

The Shannon capacity (zero-error capacity, if we want to be pedantic) of a graph $G$ is the value

$$
\begin{equation*}
\Theta(G)=\lim _{k \rightarrow \infty} \alpha\left(G^{\boxtimes k}\right)^{1 / k} \tag{11.55}
\end{equation*}
$$

Inequality 11.53) implies, via Fekete's Lemma, that the limit exists, and 11.54 implies that

$$
\begin{equation*}
\Theta(G) \geq \alpha(G) \tag{11.56}
\end{equation*}
$$

Rather little is known about this graph parameter for general graphs. For example, it is not known whether $\Theta(G)$ can be computed for all graphs by any algorithm (polynomial or not), although there are several special classes of graphs for which this is not hard. The behavior of $\Theta(G)$ and the convergence in 11.55 are rather erratic; see Alon 1998, Alon-Lubetzky 2006].

Let us describe a few facts we do know. First, let us generalize the argument from the Introduction bounding $\Theta\left(C_{4}\right)$. Let $\bar{\chi}(G)$ denote the minimum number of complete subgraphs covering the nodes of $G$ (this is the same as the chromatic number of the complementary graph.) Trivially

$$
\begin{equation*}
\alpha(G) \leq \bar{\chi}(G) \tag{11.57}
\end{equation*}
$$

Any covering of $G$ by $\bar{\chi}(G)$ cliques and of $H$ by $\bar{\chi}(H)$ cliques gives a "product covering" of $G \boxtimes H$ by $\bar{\chi}(G) \bar{\chi}(H)$ cliques, and so

$$
\begin{equation*}
\bar{\chi}(G \boxtimes H) \leq \bar{\chi}(G) \bar{\chi}(H) \tag{11.58}
\end{equation*}
$$

Hence

$$
\alpha\left(G^{\boxtimes k}\right) \leq \bar{\chi}\left(G^{\boxtimes k}\right) \leq \bar{\chi}(G)^{k}
$$

and thus

$$
\begin{equation*}
\Theta(G) \leq \bar{\chi}(G) \tag{11.59}
\end{equation*}
$$

It follows that if $\alpha(G)=\bar{\chi}(G)$, then $\Theta(G)=\alpha(G)$; for such graphs, nothing better can be done than reducing the alphabet to the largest mutually non-confusable subset. In particular, this answers the Shannon capacity problem for perfect graphs.

Instead of $\bar{\chi}$, we can use $\vartheta$ to bound the Shannon capacity:

$$
\alpha\left(G^{k}\right) \leq \vartheta\left(G^{k}\right) \leq \vartheta(G)^{k}
$$

which implies
Proposition 11.31. For every graph $G$,

$$
\Theta(G) \leq \vartheta(G)
$$

Since $\vartheta\left(C_{5}\right)=\sqrt{5}$, we get that equality holds in Example 1.2 . $\Theta\left(C_{5}\right)=\sqrt{5}$. This argument can be generalized to an infinite class of graphs:

Corollary 11.32. If $G$ is a self-complementary graph with a node-transitive automorphism group, then $\Theta(G)=\sqrt{n}$.

Proof. The diagonal in $G \boxtimes \bar{G}$ is stable, so $\alpha(G \boxtimes G)=\alpha(G \boxtimes \bar{G}) \geq n$, and hence $\Theta(G) \geq \sqrt{n}$. On the other hand, $\Theta(G) \leq \vartheta(G)=\sqrt{n}$ by Corollary 11.7 .

Example 11.33 (Paley graphs II). Paley graphs form a class of graphs to which this corollary applies, and whose Shannon capacity can be determined exactly: $\Theta\left(\operatorname{Pal}_{p}\right)=\vartheta\left(\operatorname{Pal}_{p}\right)=\sqrt{p}$. Assuming that the stability number of a Paley graph is polylogarithmic in $p$ (as conjectured), for this infinite family of graphs the Shannon capacity is much higher than the stability number.

The tensor product construction in the proof of Theorem 11.8 shows that if $G$ has an orthonormal representation in dimension $c$, and $H$ has an orthonormal representation in dimension $d$, the $G \boxtimes H$ has an orthonormal representation in dimension $c d$. It follows that the minimum dimension of any orthonormal representation is an upper bound on $\Theta(G)$. Exercise 11.2 shows that this bound is never better than $\vartheta(G)$.

However, if we consider orthogonal representations over fields of finite characteristic, then the analogue of $\vartheta$ is not defined, but the minimum dimension in which an orthogonal representation exists may provide a better bound on the Shannon capacity than $\vartheta$. More generally, consider a $G$-matrix $A$ with nonzero diagonal entries. Haemers Haemers 1979 proved that $\operatorname{rk}(A)$ is an upper bound on the Shannon capacity of $G$, and constructed matrices (over an appropriate finite field) for which this bound is better that $\vartheta$ (see Exercise 11.17). There are examples where such a matrix has rank 3 while $\vartheta=\Omega\left(n^{1 / 4}\right)$ Alon 2018. Random graphs behave in the opposite way: by Example $11.17, \vartheta(G(n, 1 / 2))=O\left(n^{1 / 2}\right)$ with high probability, while for every fixed field (finite or infinite), every matrix $A$ with the properties above has rank $\Omega(n / \log n)$ Alon at al. 2018.

We'll return to the Shannon capacity in a quantum communication setting in Chapter 12.
11.5.2. Approximate coloring. Suppose that somebody gives us a graph and guarantees that the graph is 3 -colorable, without telling us the 3 -coloring itself. Can we find this 3 -coloring? (This "hidden 3-coloring problem" may sound artificial, but this kind of situation does arise in cryptography and other data security applications; one can think of the hidden 3-coloring as a "watermark" that can be verified if we know where to look.)

It is easy to argue that knowing that the graph is 3 -colorable does not help: it is still NP-hard to find the 3 -coloration. But suppose that we would be satisfied with finding a 4 -coloration, or 5 -coloration, or $(\log n)$-coloration; is this easier? It is known that to find a 4-coloration is still NP-hard Khanna-Linial-Safra 2000 (see also Garey-Johnson 1976 for inapproximability results about larger chromatic number), but little is known above this. Improving earlier results, Karger-Motwani-Sudan 1994 gave a polynomial time algorithm that, given a 3 -colorable graph, computes a coloring with $O\left(n^{1 / 4}(\ln n)^{3 / 2}\right)$ colors. This was improved in several papers; the current best exponent is $O\left(n^{0.19996}\right)$ Kawarabayashi-Thorup 2014.

We sketch the algorithm of Karger-Motwani-Sudan 1994. Theorem 11.20 implies that $G$ contains a stable set of size at least $n^{3 / 4} /(10 \sqrt{\ln n})$, and the proof can be converted to a randomized polynomial time algorithm to find such a set. Color this set with one color, delete its nodes, and repeat the procedure with the remaining graph $G_{1}$.

We claim that this procedure results in a coloring of $G$ with $40 n^{1 / 4} \sqrt{\ln n}$ colors. Indeed, the number of nodes in $G_{1}$ is

$$
n_{1} \leq n-10 \frac{n^{3 / 4}}{10 \sqrt{\ln n}}=n\left(1-\frac{1}{10 n^{1 / 4} \sqrt{\ln n}}\right)
$$

then by induction, the number of colors we use is at most

$$
\begin{aligned}
1+40 n_{1}^{1 / 4} \sqrt{\ln n_{1}} & \leq 1+40 n^{1 / 4}\left(1-\frac{1}{10 n^{1 / 4} \sqrt{\ln n}}\right)^{1 / 4} \sqrt{\ln n} \\
& \leq 1+40 n^{1 / 4}\left(1-\frac{1}{40 n^{1 / 4} \sqrt{\ln n}}\right) \sqrt{\ln n}=40 n^{1 / 4} \sqrt{\ln n}
\end{aligned}
$$

Exercise 11.1. If $\vartheta(\bar{G})=2$, then $G$ is bipartite.
Exercise 11.2. Prove that the minimum dimension in which a graph $G$ has an orthonormal representation is at least $\vartheta(G)$.
Exercise 11.3. Let $G$ be a graph and $v \in V$. (a) $\vartheta(G \backslash v) \geq \vartheta(G)-1$. (b) If $v$ is an isolated node, then $\vartheta(G \backslash v)=\vartheta(G)-1$. (c) If $v$ is adjacent to all other nodes, then $\vartheta(G \backslash v)=\vartheta(G)$.
Exercise 11.4. Let $G$ be a graph and let $V=S_{1} \cup \cdots \cup S_{k}$ be a partition of $V$. (a) $\vartheta(G) \leq \sum_{i} \vartheta\left(G\left[S_{i}\right]\right)$. (b) If no edge connects nodes in different sets $S_{i}$, then equality holds. (c) Suppose that any two nodes in different sets $S_{i}$ are adjacent. How can $\vartheta(G)$ be expressed in terms of the $\vartheta\left(G\left[S_{i}\right]\right)$ ?
Exercise 11.5. Prove that the graph parameter $\vartheta^{-}(G)$ introduced in Remark 11.3 could be defined in any of the following ways: (a) tightening the conditions in (11.16) by requiring that $\mathbf{v}_{i}^{\top} \mathbf{v}_{j} \geq 0$ for all $i$ and $j$; (b) relaxing the conditions in (11.13) by requiring only $\mathbf{w}_{i}^{\top} \mathbf{w}_{j} \leq-1 /(t-1)$ for $i j \in \bar{E}$; (c) relaxing the orthogonality conditions in 11.12 by requiring only $\mathbf{u}_{i}^{\top} \mathbf{u}_{j} \leq 0$ for $i j \in \bar{E}$.

Exercise 11.6. Formulate and prove the analogue of Exercise 11.5 for the graph parameter $\vartheta^{+}(G)$.

Exercise 11.7. Prove that $\vartheta^{-}(G) \vartheta^{+}(\bar{G}) \geq n$ for every graph $G$.
Exercise 11.8. Prove the following weak converse to Proposition 11.4 Szegedy 1994: Every graph $G$ has a nonempty subset $S \subseteq V$ such that

$$
\vartheta(\bar{G}) \leq\left(1+\frac{1}{2}+\cdots+\frac{1}{n}\right) \frac{|S|}{\vartheta(G[S])} .
$$

Exercise 11.9. Prove that allowing orthogonal representations in the complex Hilbert space (define!) does not change the value defined by formula 11.16.

Exercise 11.10. Prove the formula 11.34 for even cycles with their longest diagonals added, by showing that the solution given above it is optimal.

Exercise 11.11. Construct an optimal dual orthogonal representation for the Kneser graph $K_{k}^{n}$.

Exercise 11.12. Let $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n} \in \mathbb{R}^{n}$ be any set of vectors, and let $A=\operatorname{Gram}(\mathbf{v})$. Prove that

$$
\lambda_{\max }(A)=\max \left\{\sum_{i}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2}: \mathbf{d} \in \mathbb{R}^{d},|\mathbf{d}=1|\right\} .
$$

Exercise 11.13. Let $a$ be the profile of an orthogonal representation (u,c) of $G$ in $\mathbb{R}^{d}$, and let $z$ be the profile of an orthogonal representation $(\mathbf{v}, \mathbf{d})$ of $\bar{G}$ in $\mathbb{R}^{e}$. Suppose that $a^{\top} z=1$.
(a) Prove that such orthogonal representations exist.
(b) Prove that $\sum_{i}\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right)\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)\left(\mathbf{u}_{i} \circ \mathbf{v}_{i}\right)=\mathbf{c} \circ \mathbf{d}$.
(c) Defining $\widehat{\mathbf{u}}_{i}=\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right) \mathbf{u}_{i}$ and $\widehat{\mathbf{v}}_{i}=\left(\mathbf{c}^{\top} \mathbf{u}_{i}\right) \mathbf{v}_{i}$, Prove that the matrices $U=$ $\left(\widehat{\mathbf{u}}_{1}, \ldots, \widehat{\mathbf{u}}_{n}, \mathbf{c}\right)$ and $W=\left(\widehat{\mathbf{v}}_{1}, \ldots, \widehat{\mathbf{u}}_{n},-\mathbf{d}\right)$ satisfy $U W^{\top}=0$. (So the columns of $W$ almost form a Gale dual of the columns of $U$ : only "almost", because ranks of $U$ and $W$ do not necessarily add up to $n+1$.)

Exercise 11.14. With the notation of Lemma 11.19 , every graph $G$ satisfies

$$
\vartheta(G)(\vartheta(G)-1)^{2} \leq \sum_{i \in V} \vartheta\left(G_{i}\right)^{2}
$$

Exercise 11.15. Prove that the length of the sum of $n$ unit vectors such that among any three of them some two are orthogonal is at most $4 n^{2 / 3}$. Prove that this is best possible up to the constant.

Exercise 11.16. (a) Show that any stable set $S$ provides a feasible solution of the dual program in 11.6. (b) Show that any $k$-coloring of $\bar{G}$ provides a feasible solution of the primal program in 11.6. (c) Give a new proof of the Sandwich Theorem 11.1 based on (a) and (b).

Exercise 11.17. Let $G$ be a graph and let $A$ be a $G$-matrix with nonzero diagonal entries. (a) Prove that $\alpha(G) \leq \operatorname{rk}(A)$; (b) prove that $\Theta(G) \leq \operatorname{rk}(A)$; (c) these estimates are valid for matrices $A$ over any field. (d) Construct a graph $G$ and a matrix $A$ as above (over some field) for which $\operatorname{rk}(A)<\vartheta(G)$.

Exercise 11.18. Prove that the vertices of $\operatorname{FSTAB}(G)$ are half-integral, and show by an example that they are not always integral.

Exercise 11.19. Show that for a perfect graph, a maximum stable set and a coloring with minimum number of colors can be computed in polynomial time.

Exercise 11.20. The fractional chromatic number $\chi^{*}(G)$ is defined as the least real number $t$ for which there exists a family $\left(A_{j}: j=1, \ldots, p\right)$ of stable sets in $G$, and nonnegative weights $\left(\tau_{j}: j=1, \ldots, p\right)$ such that $\sum_{j} \tau_{j}=t$ and $\sum_{j} \tau_{j} \mathbb{1}_{A_{j}} \geq \mathbb{1}_{V}$. The fractional clique number $\omega^{*}(G)$ is the largest real number $s$ for which there exist nonnegative weights $\left(\sigma_{i}: i \in V\right)$ such that $\sum_{i} \sigma_{i}=s$ and $\sum_{i \in A} \sigma_{i} \leq 1$ for every stable set $A$.
(a) Prove that $\omega(G) \leq \omega^{*}(G)$ and $\chi(G) \geq \chi^{*}(G)$.
(b) Prove that $\chi^{*}(G)=\omega^{*}(G)$.
(b) Prove that $\vartheta(\bar{G}) \leq \chi^{*}(G)$.

## CHAPTER 12

## Orthogonal Representations: Quantum Physics

As the basic setup in quantum physics, the state of a physical system can be described by a vector of unit norm in a (complex) Hilbert space. (In the simple systems we need, this space will be finite dimensional.) A measurement on a system in quantum state is performed by applying a self-adjoint linear operator to it. The simplest measurement operator is the orthogonal projection of the state vector onto a one-dimensional subspace; such an experiment can be thought of as checking a particular property of the state $\mathbf{x}$. If $\mathbf{u}$ is the vector generating this subspace (which is unique up to a scalar of absolute value 1 ), then the probability that the property checks out is the squared inner product of $\mathbf{u}$ and $\mathbf{x}$.

The fact that quantum physics assigns vectors to discrete objects like "properties" suggests analogies with orthogonal representations and other geometric representations treated in this book. As it turns out, this is more than just an analogy.

The most successful area of applying quantum physics in computer science, at least so far, has been quantum information theory. Using phenomena of quantum physics (for example, entanglement of particles), one can create communication channels that are more efficient than classical communication channels. We will discuss a quantum version of the Shannon capacity problem from the Introduction, along with two further interesting applications of orthogonal representations, to the theory of hidden variables, and in the construction of strangely entangled states.

### 12.1. Preliminaries: quantum states and entanglement

As it happens, the applications we are going to discuss are all about entanglement, so let us introduce this notion first.

We write $\mathbf{u} \cdot \mathbf{v}$ for the inner product of two vectors $\mathbf{u}, \mathbf{v} \in \mathbb{C}^{d}$, to emphasize that it is used in the Hilbert space sense: $\mathbf{u} \cdot \mathbf{v}=\sum_{i} \bar{u}_{i} v_{i}$. However, allowing complex entries will not play any important role ${ }^{1}$

The simplest example of a quantum physical system is a qubit: a qubit is a unit vector in $\mathbb{C}^{2}$. We fix a basis $\left\{\mathbf{e}_{0}, \mathbf{e}_{1}\right\}$ in $\mathbb{C}^{2}$. The vector $\mathbf{e}_{0}$ corresponds (in a sense) to the logical value "NO" of the bit, while $\mathbf{e}_{1}$, to the value "TRUE". Qubits are the basic units of quantum computation and quantum information theory, just like bits are for the classical versions.

Consider two quantum physical systems $A$ and $B$. Separately, their states can be described by unit vectors $\mathbf{x} \in \mathbb{C}^{d}$ and $\mathbf{y} \in \mathbb{C}^{e}$. The state of the union of the two systems can be described by a vector in the tensor product space $\mathbb{C}^{d} \otimes \mathbb{C}^{e}$. If the two systems in states $\mathbf{x}$ and $\mathbf{y}$ are "independent" (unentangled), their joint state

[^0]is $\mathbf{x} \circ \mathbf{y}$, which is then called a product state. However, this will not be the case in general, as a vector $\mathbf{z} \in \mathbb{C}^{d} \otimes \mathbb{C}^{e}$ cannot generally be written as the tensor product of two vectors in $\mathbb{C}^{d}$. A state that cannot be written as such a tensor product is called entangled. Every state in $\mathbb{C}^{d} \otimes \mathbb{C}^{e}$ can be written as
$$
\mathbf{z}=\sum_{i=1}^{d} \sum_{j=1}^{e} S_{i j}\left(\mathbf{e}_{i} \circ \mathbf{f}_{j}\right)
$$
where $\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{d}\right\}$ is the standard basis in $\mathbb{C}^{d}$, and $\mathbf{f}_{1}, \ldots, \mathbf{f}_{e}$ is the standard basis in $\mathbb{C}^{e}$. The coefficients $S_{i j}$ are complex numbers with $\sum_{i, j}\left|S_{i j}\right|^{2}=1$. Sometimes it is convenient to describe $\mathbf{z}$ by the $d \times e$ complex matrix $S=\left(S_{i j}\right)$. In the case of two isomorphic systems (so $e=d$ ), the state
$$
\mathbf{z}=\sum_{i=1}^{d} \frac{1}{\sqrt{d}} \mathbf{e}_{i} \circ \mathbf{e}_{i}
$$
is maximally entangled: in a sense, farthest from a product state. The rank of the matrix $S$ is 1 in the case of a product state, and $d$ in the case of the above maximally entangled state (when the matrix is the identity).

Measurement in a quantum system is a complicated issue, but we need only a very simple special case. We have mentioned that checking a property of the quantum state $\mathbf{x}$ corresponds to projecting it onto a one-dimensional subspace. Given mutually orthogonal vectors $\mathbf{a}_{1}, \ldots, \mathbf{a}_{q} \in \mathbb{C}^{d}$, we can think of them as representing $q$ different values of the same property, which are mutually exclusive (this is not hard to see). We can check these properties simultaneously (since projections to these one-dimensional subspaces commute), and tell which of them holds: the property described by $\mathbf{a}_{i}$ will be found to hold with probability $\left|\mathbf{a}_{i} \cdot \mathbf{x}\right|^{2}$. If $q=d$, then exactly one of them will hold.

### 12.2. Capacity of quantum channels

Entanglement leads to rather paradoxical behavior of particles; this was pointed out by Einstein, Podolsky and Rosen in 1935. Consider a pair of maximally entangled particles with a 2-dimensional state space: say two electrons, whose spin can be either "up" or "down". The maximally entangled state to consider here is $\frac{1}{\sqrt{2}} \mathbf{e}_{1} \circ \mathbf{e}_{1}+\frac{1}{\sqrt{2}} \mathbf{e}_{2} \circ \mathbf{e}_{2}$. Such a pair of particles is often called an Einstein-PodolskyRosen pair or EPR pair. Both elements of such a pair represent a qubit: the same qubit for each.

Suppose that Alice and Bob split an EPR pair between themselves (while it remains in the same entangled state), and they travel to different far away places. If Alice measures the state of her electron, she will find it in one of the states $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$ with the same probability. Say it is in state $\mathbf{e}_{1}$, then the entangled state collapses to $\mathbf{e}_{1} \circ \mathbf{e}_{1}$ immediately. These long range correlated events could be interpreted from the point of view of Alice as an action apparently faster than light, so it would contradict special relativity - but only apparently. If Bob measures the state of his electron, then it will be in state $\mathbf{e}_{1}$; but if they do the measurements in different order what they observe will come out the same. You can play around with more EPR pairs to convince yourself that no information can be transmitted between Alice and Bob using only such pairs.

While splitting an EPR pair cannot be used to transmit information faster than light, such a strange behavior can be utilized in information theory and computer science. One important feature of sharing such an EPR pair is that Alice and Bob obtain the same random bit, which is very secure, since by the principles of quantum physics, nobody can learn this bit without destroying the entanglement.

Here we utilize EPR pairs in a different way. One can ask for analogues of the Shannon zero-error capacity in quantum information theory. Let us start with an example showing that using entanglement does improve the efficiency of communication in certain cases.

Example 12.1. While entanglement does not allow to send information directly (faster than the speed of light) between two people, it does allow to make better use of classical communication channels. The following example is due to Cubitt et al. 2010.

We need a graph $G$ with the following properties:
(a) its edges can be covered by $r$ complete $d$-subgraphs $H_{1}, \ldots, H_{r}$;
(b) some $q$ of these, say $H_{1}, \ldots, H_{q}$, partition the node set;
(c) $\alpha(G)<q$;
(d) $G$ has a dual orthonormal representation $\mathbf{v}$ in $\mathbb{R}^{d}$.

Several constructions of such graphs are known, it is perhaps easiest to describe such a graph with $d=4$ and $q=6$ [Peres 1991]. The node set of this graph can be defined as the set of vectors in $\mathbb{R}^{4}$ with coordinates 0,1 or -1 , where the number of nonzero coordinates is 1,2 or 4 , and the first nonzero coordinate is 1 . We connect two of these nodes by an edge if they are orthogonal. By definition, this graph has a dual orthonormal representation in $\mathbb{R}^{4}$. To verify that properties (a)-(c) above are satisfied as well is a tedious but routine exercise.

Next we construct a (noisy) classical communication channel: Its input alphabet is $V$, its output alphabet is $[r]$, and on input $a \in V$ it outputs one of the indices $i$ for which $a \in V\left(H_{i}\right)$. The output $i$ is chosen randomly and uniformly from all such $i$. Thus two inputs $a$ and $b$ are confusable if and only if there is a chance that they lead to the same output, i.e., if there is an $i \in[r]$ such that $a, b \in V\left(H_{i}\right)$. This is equivalent to $a b \in E$, so the confusability graph of the channel is $G$. The number of inputs that can be used without any danger of confusion is $\alpha(G)<q$.

Now we endow the channel with an extra feature: we construct two copies a quantum system with a $d$-dimensional state space $\mathbb{C}^{d}$, and prepare them by bringing them to the above maximally entangled state. Alice and Bob get one of the two copies each.

We use the dual orthonormal representation to show that in the presence of such entanglement, one can safely transmit $q$ different one-letter messages. Alice wants to send message $x \in[q]$ to Bob. She measures the state of her side in the orthonormal basis $\left\{\mathbf{v}_{s}: s \in V\left(H_{x}\right)\right\}$. As discussed above, the result of the measurement will be a random element $\mathbf{v}_{s}$ of this basis. After that, the entangled system will be in the state $\mathbf{v}_{s} \circ \mathbf{v}_{s}$.

Alice sends $s$ to Bob through the noisy channel. Bob receives an index $i$ for which $V\left(H_{i}\right) \ni s$. (If $i \leq q$, this would be the intended information $x$, but the noisy channel may have output any such index $i$.) Since $H_{i}$ is complete, Bob can measure the state of his side in the orthonormal basis $\left\{\mathbf{v}_{t}: t \in V\left(H_{i}\right)\right\}$, and determine $s$. Since there is a unique $x \in[q]$ for which $s \in V\left(H_{x}\right)$, this determines $x$.

It is interesting to notice that while in Section 11.5.1, as well as in the rest of this section, orthogonal representations are used to prove upper bounds on the capacity of a channel, here we have used dual orthogonal representations to design better protocols.

So we see that using an entangled state can improve the zero-error capacity of a noisy channel. How much is the improvement? Beigi 2010 and Cubitt et al. 2011 prove that the theta-function is still an upper bound. One can use an entanglementassisted channel repeatedly to gain in its capacity just like in the classical case. Since the theta-function is multiplicative, it remains an upper bound on the zero-error capacity.

Theorem 12.2. Suppose that Alice and Bob are connected by a classical noisy channel with confusability graph $G$. In addition, there is an entangled state $\mathbf{u} \in$ $\mathbb{C}^{d} \circ \mathbb{C}^{d}$, where Alice has access to the first factor and Bob has access to the second factor. Then the maximum number of one-letter messages that Alice can transmit without the possibility of confusion is bounded by $\vartheta(G)$.

Proof. Let the noisy channel have input alphabet $X$ and output alphabet $Z$. For each input $x$, let $Z_{x} \subseteq Z$ be the set of outputs that occur with positive probability. (Since we are interested in zero-error, the actual probabilities do not matter.) Two elements $x$ and $y$ are confusable if and only if $Z_{x} \cap Z_{y} \neq \emptyset$.

The other part of the equipment is the shared entangled state $\mathbf{u} \in \mathbb{C}^{d} \otimes \mathbb{C}^{d}$, which we consider as a $d \times d$ complex matrix $S$ such that $S \cdot S=\operatorname{tr}\left(S \bar{S}^{\top}\right)=$ $\sum_{u, v}\left|S_{u v}\right|^{2}=1$.

The use of this entanglement-assisted channel can be described like this. Alice wants to transmit a message $i \in[m]$. She performs a measurement on her half of $\mathbf{u}$; this collapses the joint state to a state $\mathbf{u}^{\prime}$. She transmits a message $x \in X$ that depends on $i$ and the result of the measurement. Once Bob gets the message (more exactly, he gets some message $z \in Z_{x}$ ), he performs a measurement (depending on $z$ ) on his half of $\mathbf{u}^{\prime}$, which has $m$ possible outcomes; the outcome of this measurement is supposed to coincide with Alice's intended message $i$.

To set up the linear algebra for the analysis of this protocol, let Alice apply an operator $A_{i} \otimes I$ to $\mathbf{u}$. As the result of the measurement she gets an eigenvector of $A_{i}$. Let $A_{i}^{x}$ be the orthogonal projection onto the subspace of $\mathbb{C}^{d}$ generated by those eigenvectors that lead to message $x$. The fact that always exactly one message $x \in X$ must be sent means, by the laws of quantum physics, that $A_{i}^{x} A_{i}^{y}=0$ for $x \neq y$ and $\sum_{i} A_{i}^{x}=I$ for each $x \in X$. This measurement collapses $\mathbf{u}$ to the state $\mathbf{u}^{\prime}$ described by the matrix $A_{i}^{x} S$.

Bob's measurements consist of $m$ orthogonal projections $B_{1}^{z}, \ldots, B_{m}^{z}$ onto appropriate subspaces of $\mathbb{C}^{d}$. Similarly as before, we have $B_{i}^{z} B_{j}^{z}=0$ for $i \neq j$ and $\sum_{i} B_{i}^{z}=I$. Measurement $B_{j}^{z}$ collapses the state $\mathbf{u}^{\prime}$ to $A_{i}^{x} S B_{j}^{z}$. The fact that Bob is able to recover $i$ means that $A_{i}^{x} S B_{j}^{z}=0$ if $z \in Z_{x}$ and $i \neq j$.

We claim that

$$
\begin{equation*}
\left(A_{i}^{x} S\right) \cdot\left(A_{j}^{y} S\right)=0 \tag{12.1}
\end{equation*}
$$

in the following cases: (a) $i=j, x \neq y$; (b) $i \neq j, x=y$; (c) $i \neq j, x y \in E$. Case (a) is easy, since we can write $\left(A_{i}^{x} S\right) \cdot\left(A_{i}^{y} S\right)=\operatorname{tr}\left(\bar{S}^{\top} A_{i}^{x} A_{i}^{y} S\right)$, and, as we have seen, $A_{i}^{x} A_{i}^{y}=0$. In cases (b) and (c) there is an element $z \in Z_{x} \cap Z_{y}$, and using this we
get

$$
\begin{aligned}
\left(A_{i}^{x} S\right) \cdot\left(A_{j}^{y} S\right) & =\operatorname{tr}\left(A_{j}^{y} S \bar{S}^{\top} A_{i}^{x}\right)=\operatorname{tr}\left(A_{j}^{y} S\left(\sum_{k} B_{k}^{z}\right) \bar{S}^{\top} A_{i}^{x}\right) \\
& =\sum_{k} \operatorname{tr}\left(A_{j}^{y} S B_{k}^{z} \bar{S}^{\top} A_{i}^{x}\right)=0,
\end{aligned}
$$

since for every $k$, either $A_{j}^{y} S B_{k}^{z}=0$ or $B_{k}^{z} \bar{S}^{\top} \bar{A}_{i}^{x}=0$. This proves 12.1).
Define an $X \times X$ matrix $M$ by

$$
M_{x, y}=\sum_{i, j=1}^{m}\left(A_{i}^{x} S\right) \cdot\left(A_{j}^{y} S\right)
$$

If $x y \in E$, then $M_{x, y}=0$, since every term is zero by conditions (a) and (c) above. It is easy to see that $M$ is positive semidefinite. Furthermore, using (b),

$$
\operatorname{tr}(M)=\sum_{x} \sum_{i, j=1}^{m}\left(A_{i}^{x} S\right) \cdot\left(A_{j}^{x} S\right)=\sum_{x} S \cdot S=m
$$

and

$$
\begin{aligned}
\operatorname{tr}(J M) & =\sum_{x, y, i, j} \operatorname{tr}\left(\bar{S}^{\top} A_{i}^{x} A_{j}^{y} S\right)=\sum_{i, j} \operatorname{tr}\left(\bar{S}^{\top}\left(\sum_{x} A_{i}^{x}\right)\left(\sum_{y} A_{j}^{y}\right) S\right) \\
& =m^{2} \operatorname{tr}\left(\bar{S}^{\top} S\right)=m^{2} .
\end{aligned}
$$

This shows that the matrix $\frac{1}{m} M$ almost fulfils definition 11.15 of $\vartheta$, except that it is not necessarily real. But $Z=\frac{1}{2 m}\left(M+\bar{M}^{\top}\right)$ is real, and has the same trace and sum of entries, so $\vartheta(G) \geq m$.

One can consider quantum physical communication channels more general than entanglement-assisted classical channels. The theta-function can be generalized to such channels, so that it remains an upper bound on the zero-error capacity of the channel Duan-Severini-Winter 2013; see also Cubitt et al. 2011.

### 12.3. Hidden variables

Let us return to the Einstein-Podolsky-Rosen objection to quantum physics. One way out of the paradox of sustained correlations between the results of independently performed, spatially separated quantum measurements is the theory of hidden variables. Perhaps the states of the electrons of Alice and Bob are already determined when the pair is formed? Then there is nothing surprising in the fact that the two particles are found in the same state. In the well known parable of Schrödinger's cat, this argument would mean that the cat in the closed chamber at a given moment in time is either dead or alive - we just do not know which.

This interpretation, which arose from the objection to the nondeterministicrandom interpretation of quantum events, suggests that if we knew the exact state of each particle (its "hidden parameters"), then we could predict quantum events with certainty. A consequence would be that even if we are not able to observe certain events simultaneously, they do actually occur.

Based on the work in Cabello-Severini-Winter 2014, we describe a connection between the theta-function and this fundamental issue in quantum physics. Consider a quantum system, and let $e_{1}, \ldots, e_{n}$ be observable events. Construct a
graph $G$ on $V=[n]$ in which $i j \in E$ if and only if $e_{i}$ and $e_{j}$ are exclusive (cannot occur simultaneously). We call $G$ the exclusivity graph of the system $e_{1}, \ldots, e_{n}$ of events.

How many of these events occur?
We can observe any particular event $e_{i}$, but this observation changes the state of the system, so we cannot observe all of the events. If we repeat the experiment, even if we can create the same starting state and observe the same event, we may get a different answer. But if we choose the event $e_{i}$ uniformly at random from the set $\left\{e_{1}, \ldots, e_{n}\right\}$, and we repeat the experiment with the same starting state many times, then we can find, experimentally, the probability $p$ that the observed event does occur. The expected number of events that occur is then $p n$.

What can we say about $p$ ? In the classical setting, when $e_{1}, \ldots, e_{n}$ are observable events in a probability space (no quantum effects), we would have a probability distribution on the stable subsets of nodes of $G$. The number $p n$ would be the expected size of this set, i.e., the expected number of events that occur simultaneously. It is trivial that this number is at most $\alpha(G)$, so we get the inequality

$$
\begin{equation*}
p \leq \frac{\alpha(G)}{n} \tag{12.2}
\end{equation*}
$$

The same inequality can be derived in quantum physics, if we assume that it makes sense to talk about the number of events $e_{i}$ that actually hold in the given experiment (even though we can only check one of them). In the usual "hidden variable" interpretation of quantum physics this is the case.

John Bell was the first to suggest simple measurement schemes and derive for them inequalities, which are related to 12.2 , and could be experimentally verified (or rather falsified) Bell 1964. Since their derivation depends on the theory of hidden variables, disproving such an inequality disproves the hidden variable theory (at least in its simplest form).

From basic quantum physical principles (not using hidden variables) one can only derive the weaker inequality

$$
\begin{equation*}
p \leq \frac{\vartheta(G)}{n} \tag{12.3}
\end{equation*}
$$

Indeed, state $\mathbf{x}$ is a unit vector in a complex Hilbert space $H$. Observing the event $e_{i}$ means projecting $\mathbf{x}$ to a one-dimensional subspace, spanned by a unit vector $\mathbf{u}_{i} \in H$; the probability that the event occurs is just the squared length of the projection, $p_{i}=\left|\mathbf{x} \cdot \mathbf{u}_{i}\right|^{2}$. Thus

$$
p=\frac{1}{n}\left(p_{1}+\cdots+p_{n}\right)=\frac{1}{n} \sum_{i}\left|\mathbf{x} \cdot \mathbf{u}_{i}\right|^{2}
$$

Two events that exclude each other must correspond to projections onto orthogonal vectors, and hence $\mathbf{u}$ is a dual orthogonal representation of $G$ in a Hilbert space. This is a complex Hilbert space, but it is not hard to see that the value of the maximum in definition 11.8 of the theta-function does not change if we take complex Hilbert space instead of the real (Exercise 11.9 ). Hence we get

$$
p=\frac{1}{n} \sum_{i}\left|\mathbf{x} \cdot \mathbf{u}_{i}\right|^{2} \leq \frac{\vartheta(G)}{n}
$$

From even weaker (simpler) principles, one gets an even weaker inequality. The exclusivity principle says that the sum of probabilities of mutually exclusive events
is at most 1. This implies the inequality

$$
\sum_{i \in B} p_{i} \leq 1
$$

for every clique $B$ in $G$; in the language of Section 11.4.2, the vector $\left(p_{1}, \ldots, p_{n}\right)$ must belong to the clique-constrained fractional stable set polytope $\operatorname{QSTAB}(G)$, and so it follows that

$$
\begin{equation*}
p=\frac{1}{n}\left(p_{1}+\cdots+p_{n}\right) \leq \frac{\alpha^{*}(G)}{n} \tag{12.4}
\end{equation*}
$$

Two special cases have been studied extensively. In the Clauser-Horne-Shimony-Holt version of the Bell experiment, one creates two entangled particles, say electrons, whose spins can be "up" or "down"; so the state of each particle is described by a 2 -dimensional unit vector. These are sent to two far away observers, called (as usual) Alice and Bob. Alice has two possible settings $a$ and $a^{\prime}$ of her equipment measuring the spin, which means that she can choose one of these, and perform a measurement which returns "up" or "down". Bob has, similarly, two settings $b$ and $b^{\prime}$ (not the same settings as Alice). Let $a_{+}$denote the event that Alice measures "up" in setting $a$. We have 8 analogous events.

To reformulate this in our setting, consider the following 8 events: $a_{+} b_{+}, a_{-} b_{-}, a_{+}^{\prime} b_{+}, a_{-}^{\prime} b_{-}, a_{+} b_{+}^{\prime}, a_{-} b_{-}^{\prime}, a_{+}^{\prime} b_{-}^{\prime}, a_{-}^{\prime} b_{+}^{\prime}$ (note the twist in the last two terms!). The exclusivity graph of these events is the Wagner graph $W_{8}$ familiar from Example 11.15 (Figure $12.1(b))$. Looking at the picture, it is easy to see that $\alpha(G)=3$. Let $p$ denote the probability that selecting one of them uniformly at random and performing the corresponding measurements (one by Alice, one by Bob), the event does occur. Repeating the experiment many times, the value of $p$ can be determined experimentally.


Figure 12.1. The exclusivity graph $V_{8}$ of the Clauser-Horne-Shimony-Holt experiment. The edge between (say) $a_{-}^{\prime} b_{+}^{\prime}$ and $a_{-} b_{-}^{\prime}$ indicates that they cannot occur simultaneously: for these two events, test $b^{\prime}$ returns different results.

Inequality 12.2 says in this case that

$$
\begin{equation*}
p \leq \frac{\alpha(G)}{n}=\frac{3}{8}=0.375 \tag{12.5}
\end{equation*}
$$

Recall that this inequality follows from the theory of hidden variables. Since there are trivial linear equations relating the probabilities of the events $a_{+} b_{+}$etc., this inequality can be written in several equivalent forms, of which $\sqrt{12.5}$ is the most convenient for us.

We have $\vartheta(G)=2+\sqrt{2}$ (see Example 11.15), so the inequality

$$
\begin{equation*}
p \leq \frac{\vartheta(G)}{n}=\frac{2+\sqrt{2}}{8} \approx 0.427 \ldots \tag{12.6}
\end{equation*}
$$

follows by 12.3 without the hypothesis of hidden variables, just by the laws of quantum physics.

Remark 12.3. Traditionally, the inequality in the Clauser-Horne-Shimony-Holt experiment is expressed in terms of the quantum correlations, defined by

$$
E\left(a_{+}, b_{+}\right)=\mathrm{E}\left((-1)^{\mathbb{1}\left(a_{+}\right)+\mathbb{1}\left(b_{+}\right)}\right),
$$

and similarly for the other events. The CHSH inequality is then

$$
\begin{equation*}
E\left(a_{+}, b_{+}\right)+E\left(a_{+}, b_{-}\right)+E\left(a_{-}, b_{+}\right)-E\left(a_{-}, b_{-}\right) \leq 2 . \tag{12.7}
\end{equation*}
$$

This inequality can be expressed in terms of probabilities as

$$
\begin{equation*}
\mathrm{P}\left(a_{-} b_{-}\right) \leq \mathrm{P}\left(a_{+} b_{-}^{\prime}\right)+\mathrm{P}\left(a_{-}^{\prime} b_{+}\right)+\mathrm{P}\left(a_{+}^{\prime} b_{+}^{\prime}\right) \tag{12.8}
\end{equation*}
$$

which in turn is equivalent to 12.5 (see Exercise 12.1).
Returning to the bounds 12.5 and 12.6 , which of these bounds is the "truth"? After a long line of increasingly sophisticated experiments, recent reports Hensen et al. 2015, Giustina et al. 2015, Shalm et al. 2015] claim to have eliminated all the implicit assumptions ("loopholes"), and show that the bound (12.5) does not hold in general. The experiment in Hensen et al. 2015 provides the value $p \approx 0.401$. This value is about half way between the bounds in 12.5 and (12.6), and it can be considered as a disproof of the "hidden variable" interpretation of quantum physics (at least in its basic form). Whether other experimental setup will get even closer to the bound in $\sqrt{12.6}$ is an open question.

The experiment described in Klyachko et al. 2008 works in a similar spirit, and leads to a more complicated measurement setup but to a simpler graph, namely $C_{5}$; see also Cabello-Severini-Winter 2014. In this latter paper it was also shown that 12.3 is best possible in a sense: for every simple graph $G$ one can construct mathematical models of quantum physical systems in which equality holds. Howard et al. 2014 describes potential applications of these ideas to quantum computing.

### 12.4. Unextendible product bases

This application of orthogonal representations leads to the construction of highly entangled states.

Our introductory discussion of two entangled states easily extends to a quantum physical system consisting of $m$ parties. If the state of the $i$-th party is described by a unit vector in a complex Hilbert space $\mathbb{C}^{d_{i}}$, then a state of the whole system is described by a vector in the tensor product $\mathbb{H}=\mathbb{C}^{d_{1}} \otimes \cdots \otimes \mathbb{C}^{d_{m}}$. A product state is a vector of the form $\mathbf{v}_{1} \circ \cdots \circ \mathbf{v}_{m}$, where $\mathbf{v}_{i} \in \mathbb{C}^{d_{i}},\left|\mathbf{v}_{i}\right|=1$. Physically, this corresponds to the states of the individual parties to be "independent", more exactly disentangled. We exclude trivial cases only if we assume that $m, d_{1}, \ldots, d_{m} \geq 2$.

For every product state $\mathbf{v}$, let's write $\mathbf{v}=\mathbf{v}^{1} \circ \cdots \circ \mathbf{v}^{m}$, where $\mathbf{v}^{i} \in \mathbb{C}^{d_{i}}$ and $\left|\mathbf{v}_{i}\right|=1$. This decomposition is unique up to scalars of absolute value 1 , which we
can choose arbitrarily. The inner product of two product states can be computed as follows:

$$
\begin{equation*}
\mathbf{u} \cdot \mathbf{v}=\left(\mathbf{u}^{1} \cdot \mathbf{v}^{1}\right) \cdots\left(\mathbf{u}^{m} \cdot \mathbf{v}^{m}\right) \tag{12.9}
\end{equation*}
$$

An incomplete orthogonal product basis, or shortly product basis is a system of mutually orthogonal product states in $\mathbb{H}$. A product basis $B$ is unextendible, if it is not the subset of a larger product basis. In other words, the orthogonal complement $B^{\perp}$ of the linear span of the basis vectors contains no product state.

Unextendible product bases were introduced in Bennett et al. 1999 in order to construct highly entangled states. In fact, they proved that such a state leads to high entanglement in two different senses. We state these consequences informally, without giving the exact definition and explaining their significance, which would lead us too far into physics.

- From the mixed state obtained as the uniform distribution over all states (unit vectors) in $B^{\perp}$ no product space can be "distilled" by local measurements and classical communication.
- The states in an unextendible product basis are locally immeasurable, i.e., none of them can be distinguished from the others by local measurements and classical communication.

There are trivial unextendible product bases: taking any orthonormal basis $\mathbf{b}_{1}^{i}, \ldots, \mathbf{b}_{d_{i}}^{i}$ in each $\mathbb{C}^{d_{i}}$, the set of all vectors of the form $\mathbf{b}_{j_{1}}^{1} \circ \cdots \circ \mathbf{b}_{j_{m}}^{m}$ forms a full orthonormal basis in $\mathbb{H}$, of cardinality $d_{1} \cdots d_{n}$. Our goal is to construct an unextendible product basis as small as possible.

Lemma 12.4. If $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right\}$ is any unextendible product basis in $\mathbb{H}$, then $n \geq$ $1+\sum_{i=1}^{m}\left(d_{i}-1\right)$. If equality holds, then the vectors $\left\{\mathbf{v}_{s}^{i}: s=1, \ldots, n\right\}$ are in general position in $\mathbb{C}^{d_{i}}$ for every $1 \leq i \leq m$.

Proof. If $n \leq \sum_{i=1}^{m}\left(d_{i}-1\right)$, then we can partition the basis into $m$ sets $B_{1}, \ldots B_{m}$, where $\left|B_{i}\right| \leq d_{i}-1$. Then there is a unit vector $\mathbf{u}_{i}$ that is orthogonal to the $\left|B_{i}\right|$ vectors $\mathbf{v}_{s}^{i}\left(s \in B_{i}\right)$, and hence the vector $\mathbf{u}_{1} \circ \cdots \circ \mathbf{u}_{m}$ is orthogonal to every $\mathbf{v} \in B$. This contradicts the assumption that $B$ is unextendible.

In the case of equality, the same argument can be applied provided one of the sets $B_{i}$ has $d_{i}$ elements but the vectors $\left\{\mathbf{v}_{s}^{i}: s \in B_{i}\right\}$ do not span $\mathbb{C}^{d_{i}}$.

The following result of Alon-Lovász 2001 translates the question whether equality can be attained in Lemma 12.4 into a purely graph-theoretic question.

Lemma 12.5. Let $n=1+\sum_{i=1}^{m}\left(d_{i}-1\right)$. Then there exists an unextendible product basis with $n$ elements in $\mathbb{H}$ if and only if there exists a decomposition $K_{n}=G_{1} \cup$ $\cdots \cup G_{m}$ into edge-disjoint graphs such that $G_{i}$ does not contain a complete bipartite subgraph with $d_{i}+1$ nodes $(i=1, \ldots, m)$.

As we have used before, the condition on $G_{i}$ is equivalent to saying that its complement $\bar{G}_{i}$ is $\left(n-d_{i}\right)$-connected.

Proof. I. Suppose that there is an unextendible product basis $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right\}$ in $\mathbb{H}$. For $i=1, \ldots, m$, we define a graph $G_{i}$ on $V=[n]$ as follows: we connect two nodes $s, t \in V$ by an edge if $\mathbf{v}_{s}^{i} \cdot \mathbf{v}_{t}^{i}=0$. The condition that $\mathbf{v}_{s} \cdot \mathbf{v}_{t}=0$ implies by 12.9 that every pair $(s, t)$ of nodes will be connected in at least one graph $G_{i}$. (If
the pair gets connected in more than one graph $G_{i}$, we can delete this edge from all but one of the graphs.)

We have to show that $G_{i}$ does not contain a complete bipartite subgraph on $d_{i}+$ 1 nodes. Suppose it does, and let $U, W \subseteq V$ be the color classes, where $|U|,|W| \geq 1$ and $|U|+|W| \geq d_{i}+1$. For every $s \in U$ and $t \in W$, we have $\mathbf{v}_{s}^{i} \cdot \mathbf{v}_{t}^{i}=0$. So the subspaces $A=\operatorname{lin}\left\{\mathbf{u}_{s}^{i}: s \in U\right.$ and $B=\operatorname{lin}\left\{\mathbf{u}_{s}^{i}: s \in W\right.$ (over $\mathbb{C}$ ) are orthogonal to each other, which implies that $\operatorname{dim}(A)+\operatorname{dim}(B) \leq d_{i}$. It follows that one of $U$ and $W$, say $W$, consists of linearly dependent vectors, contradicting Lemma 12.4 .
II. Suppose that $K_{n}$ has a decomposition as described. Theorem 10.9 implies that $\bar{G}_{i}$ has an orthogonal representation $\left(\mathbf{u}_{t}^{i}: t \in V\right)$ in $\mathbb{R}^{d_{i}}$ in general position. The vectors $\mathbf{v}_{t}=\mathbf{u}_{t}^{1} \circ \cdots \circ \mathbf{u}_{t}^{m}(t=1, \ldots, n)$ form a product basis: if $1 \leq s<t \leq n$, then

$$
\mathbf{v}_{s} \cdot \mathbf{v}_{t}=\left(\mathbf{u}_{s}^{1} \cdot \mathbf{u}_{t}^{1}\right) \cdots\left(\mathbf{u}_{s}^{m} \cdot \mathbf{u}_{t}^{m}\right)=0
$$

since $s t \in E\left(G_{i}\right)$ for some $i$, and then $\mathbf{u}_{s}^{i} \cdot \mathbf{u}_{t}^{i}=0$.
We show that the product basis $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right\}$ is unextendible. Indeed, suppose that it could be extended by a product state $\mathbf{w}$. Then $\mathbf{w}$ is orthogonal to every vector $\mathbf{v}_{t}$, and hence

$$
\left(\mathbf{w}^{1} \cdot \mathbf{u}_{t}^{1}\right) \cdots\left(\mathbf{w}^{m} \cdot \mathbf{u}_{t}^{m}\right)=0 \quad(t=1, \ldots, n)
$$

Hence for every $1 \leq t \leq n$ there is an index $1 \leq i \leq m$ for which $\mathbf{w}^{i} \cdot \mathbf{u}_{t}^{i}=0$. But since the vectors $\mathbf{u}_{1}^{i}, \ldots, \mathbf{u}_{n}^{i}$ are in general position, one and the same index $i$ could serve at most $d_{i}-1$ choices of $t$. Hence $n \leq \sum_{i}\left(d_{i}-1\right)$, a contradiction.

Unfortunately, the condition given in Lemma 12.4 is not always sufficient for the existence of a decomposition of $K_{n}$ as in the lemma. Suppose that equality holds:

$$
\begin{equation*}
n=1+\sum_{i}\left(d_{i}-1\right) \tag{12.10}
\end{equation*}
$$

and there is a decomposition $K_{n}=G_{1} \cup \cdots \cup G_{m}$ as in the lemma. Since $G_{i}$ contains no $K_{1, d_{i}}$, the maximum degree in $G_{i}$ is at most $d_{i}-1$. So 12.10 implies that $G_{i}$ is regular of degree $d_{i}-1$. This is impossible if $n$ is odd and $d_{i}$ is even. Another, more trivial exception is when $m=2$ and $d_{1}=2 \leq d_{2}$ (or the other way around): Then $G_{1}$ must be a perfect matching, and so $G_{2}$ contains a complete bipartite graph $K_{2, n-2}=K_{2, d_{2}-1}$.

It was shown in [Alon-Lovász 2001] that these are the only exceptional cases:
Theorem 12.6. Let $m, d_{1}, \ldots, d_{m} \geq 2$, and $n=1+\sum_{i=1}^{m}\left(d_{i}-1\right)$. Assume that if $n$ is odd then every $d_{i}$ is odd, and if $m=2$ then $d_{1}, d_{2} \geq 3$. Then there exists an unextendible product basis with $n$ elements in $\mathbb{C}^{d_{1}} \otimes \cdots \otimes \mathbb{C}^{d_{m}}$.

The proof uses Lemma 12.5, by constructing an appropriate decomposition of $K_{n}$. For the details, we refer to [Alon-Lovász 2001]. Other constructions, settling several of the exceptional cases, were given by Chen-Johnston 2014.

Exercise 12.1. Prove that 12.5 is equivalent to the simpler inequality $P\left(a_{+} b_{+}\right) \leq P\left(a_{+} b_{-}^{\prime}\right)+P\left(a_{-}^{\prime} b_{+}\right)+P\left(a_{+}^{\prime} b_{+}^{\prime}\right)$.

## CHAPTER 13

## Semidefinite Optimization

In our treatment of orthogonal representations, a major tool was the duality theory for the theta-function (Section 11.2 ). We have remarked there that the main step could be considered as a special case of semidefinite duality. Since semidefinite optimization has other important applications in discrete mathematics, foremost in the area of approximation algorithms, but also in constructing geometric representations, it is now time to survey some of the key results and illustrate the general technique that leads to these applications.

### 13.1. Linear and semidefinite programs

Linear programming has been perhaps the most fundamental and successful tools in optimization and discrete mathematics. We assume some basic familiarity with this theory; see e.g. Vanderbei 2001, Schrijver 2003, Korte-Vygen 2008.

Linear programs are special cases of convex programs; semidefinite programs are more general than linear programs but still convex programs, to which many of the useful properties of linear programs extend. For more comprehensive presentations of semidefinite optimization, see Vandeberghe-Boyd 1996, Wolkowicz-Saigal-Vandenberghe 2000
13.1.1. Different forms of semidefinite programs. A semidefinite program is an optimization problem of the following form:

$$
\begin{align*}
\operatorname{minimize} & c^{\top} x  \tag{13.1}\\
\text { subject to } & x_{1} A_{1}+\cdots+x_{n} A_{n}-B \succeq 0
\end{align*}
$$

Here $A_{1}, \ldots, A_{n}, B$ are given symmetric $m \times m$ matrices, and $c \in \mathbb{R}^{n}$ is a given vector. Recall that $M \succeq 0$ means that $M$ is positive semidefinite. We can think of $\sum_{i} x_{i} A_{i}-B$ as a matrix whose entries are linear functions of the variables.

As usual, any choice of the values $x_{i}$ that satisfies the given constraint is called a feasible solution. A solution is strictly feasible, if the matrix $\sum_{i} x_{i} A_{i}-B$ is positive definite. We denote by $v_{\text {primal }}$ the infimum of the objective function.

The special case when $A_{1}, \ldots, A_{n}, B$ are diagonal matrices is just an arbitrary linear program, and it is very fruitful to think of semidefinite programs as generalizations of linear programs. But there are important technical differences. Unlike in the case of linear programs, the infimum may be finite but not a minimum, i.e., not attained by any feasible solution.

Example 13.1. Consider the following simple semidefinite program in two real variables $x$ and $y$ :

$$
\begin{array}{cc}
\operatorname{minimize} & x  \tag{13.2}\\
\text { subject to }\left(\begin{array}{ll}
x & 1 \\
1 & y
\end{array}\right) \succeq 0
\end{array}
$$

The constraint means that $x \geq 0, y \geq 0$ and $x y \geq 1$, which implies that $x>0$, but $x$ can be arbitrarily close to 0 .

As in the theory of linear programs, there are a large number of equivalent formulations of a semidefinite program. Of course, we could consider minimization instead of maximization. We could allow additional linear constraints on the variables $x_{i}$ (inequalities and/or equations). These could be incorporated into the form above by extending the $A_{i}$ and $B$ with new diagonal entries.

We could introduce the entries of the matrix $X=\sum_{i} x_{i} A_{i}-B$ as variables, in which case the fact that they are linear functions of the original variables translates into linear equations between them. Straightforward linear algebra can be used to transform 13.1 into an optimization problem of the form

$$
\begin{align*}
\operatorname{minimize} & C \cdot X  \tag{13.3}\\
\text { subject to } & X \succeq 0 \\
& D_{i} \cdot X=d_{i} \quad(i=1, \ldots, k)
\end{align*}
$$

where $C, D_{1}, \ldots, D_{k}$ are symmetric $m \times m$ matrices and $d_{1}, \ldots, d_{k} \in \mathbb{R}$. Note that $C \cdot X$ is the general form of a linear combination of entries of $X$, and so $D_{i} \cdot X=d_{i}$ is the general form of a linear equation in the entries of $X$. It is easy to see that we would not get any substantially more general problem if we allowed linear inequalities in the entries of $X$ in addition to the equations.

With these variants in mind, it should be clear that equations (11.6) and 11.7 express the theta-function as optima of semidefinite programs. The relationship between these programs will be discussed next.
13.1.2. Duality. Duality is one of the most important aspects of linear programs, and we continue our treatment with generalizing duality to semidefinite programs. We start with generalizations of the Farkas Lemma, which in its original form characterizes the solvability of systems of linear inequalities. Let $\mathcal{S}$ denote the linear space of real symmetric $m \times m$ matrices, and $\mathcal{P} \subseteq \mathcal{S}$, the set of positive semidefinite matrices. The set $\mathcal{P}$ is a convex pointed cone. Let $\mathcal{P}^{\prime}$ be the set of positive definite matrices, which is just the interior of $\mathcal{P}$.

Lemma 13.2 (Farkas Lemma, homogeneous version). Let $\mathcal{L} \subseteq \mathcal{S}$ be a linear space of symmetric matrices. Then exactly one of the following alternatives holds:
(i) There is a matrix $X \in \mathcal{L}, X \succ 0$.
(ii) There is a matrix $Y \in \mathcal{L}^{\perp}, Y \neq 0, Y \succeq 0$.

We could state this fact as follows: either both $\mathcal{L}$ and $\mathcal{L}^{\perp}$ contain nonzero positive semidefinite matrices, or one of them contains a positive definite matrix.

Proof. Suppose that both alternatives hold. Then the conditions $X \in \mathcal{L}$ and $Y \in \mathcal{L}^{\perp}$ imply that $X \cdot Y=0$, while the conditions $X \succ 0, Y \succeq 0$ and $Y \neq 0$ imply that $X \dot{Y}>0$. (To see this, use an orthonormal basis in which $Y$ is diagonal.)

Conversely, suppose that $\mathcal{L} \cap \mathcal{P}^{\prime}=\emptyset$. Then there is a hyperplane $\mathcal{H} \subseteq \mathcal{S}$ containing $\mathcal{L}$ but disjoint from $\mathcal{P}^{\prime}$. The equation of this hyperplane is $Y \cdot X=0$ with some symmetric matrix $Y \neq 0$. Clearly $Y \in \mathcal{L}^{\perp}$. Assuming that $\mathcal{P}^{\prime}$ is on the positive side of $\mathcal{H}$, we have $Y \cdot X>0$ for every positive definite matrix $X$, which implies that $Y \cdot X \geq 0$ for every positive semidefinite matrix $X$. This implies that $Y \succeq 0$.

Depending on how the subspace $\mathcal{L}$ is given, the Lemma can be reformulated in several ways. For example, let $A_{1}, \ldots, A_{n}$ be symmetric $m \times m$ matrices. Then exactly one of the following alternatives holds:
(i) There are $x_{1}, \ldots, x_{n} \in \mathbb{R}$ such that $x_{1} A_{1}+\cdots+x_{n} A_{n} \succ 0$.
(ii) There exists a symmetric matrix $Y \neq 0, Y \succeq 0$ such that $A_{1} \cdot Y=\cdots=$ $A_{n} \cdot Y=0$.

The Semidefinite Farkas Lemma has several inhomogeneous versions; here we state one (see the exercises for others).

We need some notation. Let $\mathcal{A}$ be an affine subspace of a Euclidean space $\mathcal{S}$ that does not contain 0 , and let $\mathcal{A}^{*}=\{Y \in \mathcal{S}: Y \cdot X=-1 \forall X \in \mathcal{A}\}$. It is easy to see that $\left(\mathcal{A}^{*}\right)^{*}=\mathcal{A}$. Let $\widehat{\mathcal{A}}$ denote the linear subspace obtained by translating $\mathcal{A}$ to the origin, and let $\widehat{\mathcal{A}^{*}}$ be obtained similarly from $\mathcal{A}^{*}$. It is easy to see that $\widehat{\mathcal{A}}$ and $\widehat{\mathcal{A}^{*}}$ are orthogonal linear subspaces with $\operatorname{dim}(\widehat{\mathcal{A}})+\operatorname{dim}\left(\widehat{\mathcal{A}^{*}}\right)=\operatorname{dim}(\mathcal{S})-1$, and $\widehat{\mathcal{A}^{*}}=\operatorname{lin}(\mathcal{A})^{\perp}$.

Suppose that $\mathcal{A}$ is defined by the set of equations $A_{i} \cdot X=c_{i}, i=1, \ldots, n$. Then elementary linear algebra gives the following expressions for the associated spaces:

$$
\begin{align*}
& \widehat{\mathcal{A}}=\left\{X \in \mathcal{S}: A_{1} \cdot X=\cdots=A_{n} \cdot X=0\right\}  \tag{13.4}\\
& \widehat{\mathcal{A}^{*}}=\left\{\sum_{i} x_{i} A_{i}: \sum_{i} x_{i} c_{i}=0\right\} \\
& \mathcal{A}^{*}=\left\{\sum_{i} x_{i} A_{i}: \sum_{i} x_{i} c_{i}=-1\right\} .
\end{align*}
$$

Now let $\mathcal{S}$ be the set of symmetric $m \times m$ matrices. It is trivial that $\mathcal{A}$ and $\mathcal{A}^{*}$ cannot both contain positive semidefinite matrices. It would be nice if one of them always did, but this is not true, as the following example shows.

Example 13.3. Let

$$
\mathcal{A}=\left\{\left(\begin{array}{ll}
0 & 1 \\
1 & t
\end{array}\right): t \in \mathbb{R}\right\}
$$

then

$$
\mathcal{A}^{*}=\left\{\left(\begin{array}{cc}
s & -\frac{1}{2} \\
-\frac{1}{2} & 0
\end{array}\right): s \in \mathbb{R}\right\},
$$

and these subspaces contain no positive semidefinite matrices (Figure 13.1). Both $\mathcal{A}$ and $\mathcal{A}^{*}$ are disjoint from $\mathcal{P}$, but they get arbitrarily close.

But we can state the following.
Lemma 13.4. Let $\mathcal{A}$ be an affine space of symmetric $m \times m$ matrices that does not contain the 0 matrix. Then either $\mathcal{A}$ or $\mathcal{A}^{*}$ contains a nonzero positive semidefinite matrix, or both $\widehat{\mathcal{A}}$ and $\widehat{\mathcal{A}^{*}}$ contain nonzero positive semidefinite matrices.


Figure 13.1. The space of $2 \times 2$ symmetric matrices, the positive semidefinite cone $\mathcal{P}$, and an affine subspace $\mathcal{A}$ getting arbitrarily close to $\mathcal{P}$. The subspace $\mathcal{A}^{*}$ has similar properties.

If the last alternative occurs, then Lemma 13.2 implies that $\operatorname{lin}(\mathcal{A})$ and $\operatorname{lin}\left(\mathcal{A}^{*}\right)$ contain no positive definite matrices.

Proof. Clearly $\widehat{\mathcal{A}}$ is a linear hyperplane in $\operatorname{lin}(\mathcal{A})$. If there is a positive semidefinite matrix $Z \in \operatorname{lin}(\mathcal{A}) \backslash \widehat{\mathcal{A}}$ that is on the same side of $\widehat{\mathcal{A}}$ as $\mathcal{A}$, then $Z$ has a positive multiple in $\mathcal{A}$ and we are done. So we may assume that $\mathcal{P} \cap \operatorname{lin}(\mathcal{A})$ is contained in the closed halfspace of $\operatorname{lin}(\mathcal{A})$ bounded by $\widehat{\mathcal{A}}$ not containing $\mathcal{A}$.

This implies that $\widehat{\mathcal{A}}$ contains no positive definite matrix, and hence there is a matrix $Y \neq 0$ such that the hyperplane $Y^{\perp}=\{X \in \mathcal{S}: X \cdot Y=0\}$ contains $\widehat{\mathcal{A}}$ but no positive definite matrix. We may assume that $X \cdot Y>0$ for all $X \in \mathcal{P}^{\prime}$, then $X \cdot Y \geq 0$ for all $X \in \mathcal{P}$, and hence $Y \succeq 0$.

If $Y \notin \operatorname{lin}(\mathcal{A})^{\perp}=\widehat{\mathcal{A}^{*}}$, then $Y^{\perp} \cap \operatorname{lin}(\mathcal{A})=\widehat{\mathcal{A}}$, and so $Y^{\perp} \cap \mathcal{A}=\emptyset$, which implies that $Y \cdot A=a<0$ for all $A \in \mathcal{A}$. Then $-(1 / a) Y$ is positive semidefinite matrix in $\mathcal{A}^{*}$, and we are done. If $Y \in \widehat{\mathcal{A}^{*}}$, then $\widehat{\mathcal{A}^{*}}$ contains a positive semidefinite matrix. The conclusion follows for $\widehat{\mathcal{A}}$ similarly.

Now we turn to duality. Recall the meaning of the dual variables in linear programming: they are multipliers for the constraints so that a linear combination of the constraints with these coefficients gives the sharpest possible bound on the objective function. With this view in mind, it is clear that equalities can have arbitrary real multipliers, and inequalities must have nonnegative multipliers (or nonpositive ones, if we want to reverse the direction of the inequality). If we want to construct a dual program in semidefinite programming, the only (but nontrivial!) addition is that the multiplier for a semidefiniteness constraint $X \succeq 0$ is a positive semidefinite matrix $Y \succeq 0$. This is based on the fact that $X \succeq 0$ is equivalent to $X \cdot Y \geq 0$ for every $Y \succeq 0$.

Consider a semidefinite program, which we recall for convenience:

$$
\begin{align*}
\operatorname{minimize} & \sum_{i=1}^{n} c_{i} x_{i}  \tag{13.5}\\
\text { subject to } & \sum_{i=1}^{n} x_{i} A_{i} \succeq B
\end{align*}
$$

We can follow the "rules" above for defining multipliers for the constraints, and formulate the dual program:

$$
\begin{align*}
\operatorname{maximize} & B \cdot Y  \tag{13.6}\\
\text { subject to } & A_{i} \cdot Y=c_{i} \quad(i=1, \ldots, n) \\
& Y \succeq 0
\end{align*}
$$

Note that this too is a semidefinite program in the general sense. We denote by $v_{\text {dual }}$ the supremum of the objective function.

With this notion of dual programs, the Duality Theorem holds under additional conditions (which cannot be omitted!); see Wolkowitz 1981, Vandeberghe-Boyd 1996, Ramana 1997.

Theorem 13.5. Assume that both the primal program 13.5 and the dual program 13.6 have feasible solutions. Then $v_{\text {primal }} \geq v_{\text {dual }}$. If, in addition, the dual program has a strictly feasible solution, then the primal optimum is attained and $v_{\text {primal }}=v_{\text {dual }}$.

It is easy to see that the roles of primal and dual could be interchanged: if the dual program has a strictly feasible solution, then the primal optimum is attained, and the two optima are equal. In particular, if both programs have strictly feasible solutions, then the supremum, respectively infimum, of the objective functions are attained and are equal.

Proof. Let $x$ be a feasible solution of the primal program (13.5) and $Y$, a feasible solution of the dual program $\sqrt{13.6}$ ) Then

$$
\begin{equation*}
\sum_{i} c_{i} x_{i}=\sum_{i}\left(A_{i} \cdot Y\right) x_{i}=\left(\sum_{i} x_{i} A_{i}\right) \cdot Y=\left(\sum_{i} x_{i} A_{i}-B\right) \cdot Y+B \cdot Y \geq B \cdot Y \tag{13.7}
\end{equation*}
$$

This proves that $v_{\text {primal }} \geq v_{\text {dual }}$.
Suppose that the primal program 13.5 has a strongly feasible solution, but either $v_{\text {primal }} \neq v_{\text {dual }}$ or the dual optimum is not attained. In either case, the dual has no solution with objective value $t=v_{\text {primal }}$. This means that the affine subspace $\mathcal{A}$ of $\mathcal{S}$ defined by

$$
\begin{equation*}
B \cdot Y=t, \quad A_{i} \cdot Y=c_{i} \quad(i=1, \ldots, n) \tag{13.8}
\end{equation*}
$$

contains no positive semidefinite matrix.
Next, assume that the subspace $\mathcal{A}^{*}$ contains a positive semidefinite matrix $X$. By the representation (13.4), this has the form

$$
\begin{equation*}
X=x_{0} B+\sum_{i=1}^{n} x_{i} A_{i}, \quad \text { where } \quad x_{0} t+\sum_{i=1}^{n} x_{i} c_{i}=-1 \tag{13.9}
\end{equation*}
$$

For any dual solution $Y$, we have

$$
X \cdot Y=x_{0} B \cdot Y+\sum_{i=1}^{n} x_{i} A_{i} \cdot Y=x_{0} B \cdot Y+\sum_{i=1}^{n} x_{i} c_{i}=x_{0}(B \cdot Y-t)-1,
$$

and since $B \cdot Y<t$, we must have $x_{0}<0$. Hence $-\left(1 / x_{0}\right) X$ is a solution of the primal program (13.6) with objective value $t+1 / x_{0}<t$, contradicting the definition of $t$.

Thus neither $\mathcal{A}$ nor $\mathcal{A}^{*}$ contains a positive semidefinite matrix. By Lemma 13.4 this implies that neither $\operatorname{lin}(\mathcal{A})$ nor $\operatorname{lin}\left(\mathcal{A}^{*}\right)$ can contain a positive definite matrix. But for a strongly feasible primal solution, the matrix $\sum_{i} x_{i} A_{i}-B$ is a positive definite matrix in $\operatorname{lin}\left(\mathcal{A}^{*}\right)$, a contradiction.

The following complementary slackness condition also follows from 13.7).
Proposition 13.6. Let $x$ be a feasible solution of the primal program (13.5) and $Y$, a feasible solution of the dual program (13.6). Then both $x$ and $Y$ are optimal solutions if and only if $\left(\sum_{i} x_{i} A_{i}-B\right) \cdot Y=0$.

Using that for two positive semidefinite matrices $X$ and $Y$, we have $X \cdot Y=0$ if and only if $X Y=0$ (matrix product!), we see that the complementary slackness condition is equivalent to $\left(\sum_{i} x_{i} A_{i}-B\right) Y=0$.
13.1.3. Algorithms for semidefinite programs. There are two essentially different algorithms known that solve semidefinite programs in polynomial time: the ellipsoid method and interior point/barrier methods. Both of these have many variants, and the exact technical descriptions are quite complicated; we refer to Porkoláb-Khachiyan 1997, Ramana 1997 for discussions of these.

The first polynomial time algorithm to solve semidefinite optimization problems in polynomial time was the ellipsoid method. This is based on the general fact that if we can test membership in a convex body $K \subseteq \mathbb{R}^{d}$ (i.e., we have a subroutine that, for a given point $x \in \mathbb{R}^{d}$, tells us whether or not $x \in K$ ), then we can use the ellipsoid method to optimize any linear objective function over $K$ Grötschel-Lovász-Schrijver 1988. The precise statement of this fact needs nontrivial side-conditions.

For any semidefinite program 13.1], the set $K$ of feasible solutions is convex. With rounding and other tricks, we can make it a bounded, full-dimensional set in $\mathbb{R}^{n}$. To test membership, we have to decide whether a given point $x$ belongs to $K$; ignoring numerical problems, we can use Gaussian elimination to check whether the matrix $Y=\sum_{i} x_{i} A_{i}-B$ is positive semidefinite. Thus using the ellipsoid method we can compute, in polynomial time, a feasible solution $x$ that is approximately optimal.

Unfortunately, the above argument gives an algorithm which is polynomial, but hopelessly slow, and practically useless. Semidefinite programs can be solved in polynomial time and also practically reasonably efficiently by interior point methods Overton 1988, Alizadeh 1992, Alizadeh 1995. The algorithm can be described very informally as follows. We consider the form (13.3), denote by $K$ the set of its feasible solutions (these are symmetric matrices), and want to minimize a linear function $C \cdot X$ over $X \in K$. The set $K$ is convex, but the minimum will be attained on the boundary of $K$, and this boundary is neither smooth nor polyhedral in general. Therefore, neither gradient-type methods nor simplex-type methods of linear programming can be used.

The main idea of barrier methods is that instead of minimizing a linear objective function $C^{\top} X$, we minimize the convex function $F_{\lambda}(x)=-\log \operatorname{det}(X)+\lambda C^{\top} X$ for some parameter $\lambda>0$. Since $F_{\lambda}$ tends to infinity on the boundary of $K$, the minimum will be attained in the interior. Since $F_{\lambda}$ is convex and analytic in the interior, the minimum can be very efficiently computed by a variety of numerical methods (conjugate gradient etc.)

Of course, the point we obtain this way is not what we want, but if $\lambda$ is large it will be close. If we do not like it, we can increase $\lambda$ and use the minimizer for the old $F_{\lambda}$ as the starting point for a new gradient type algorithm. One can show that (under some technical assumptions about the feasible domain) this algorithm gives a good approximation of the optimum in polynomial time (see [Alizadeh 1995], Vandeberghe-Boyd 1996 and the book Nesterov-Nemirovsky 1994 ) .

### 13.2. Geometric representations from semidefinite optimization

13.2.1. Unit distance representation. Given a graph $G$, how can we represent it by unit distances? To be precise, a unit distance representation of a graph $G$ is a geometric representation $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ for some $d \geq 1$ such that $\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|=1$ for every $i j \in E$ (we allow that $\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|=1$ for some nonadjacent nodes $i, j$ ).

Every finite graph has a unit distance representation in a sufficiently high dimension. (For example, we can map its nodes onto the vertices of a regular simplex with edges of length 1.) The first problem that comes to mind, raised in Erdős-Harary-Tutte 1965, is to find the minimum dimension $d$ in which a graph has a unit distance representation. Figure 13.2 shows a 2-dimensional unit distance representation of the Petersen graph. Similarly to orthogonal representations of the complement (and by a very similar argument) the minimum dimension $d$ of a unit distance representation is linked to the chromatic number of the graph:

$$
\begin{equation*}
\frac{1}{2} \log \chi(G) \leq d \leq \chi(G)-1 \tag{13.10}
\end{equation*}
$$



Figure 13.2. A unit distance representation of the Petersen graph in the plane.

There are many other senses in which we may want to find the most economical unit distance representation. We only discuss one: what is the smallest radius of a ball containing a unit distance representation of $G$ (in any dimension)?

Considering the Gram matrix $A=\operatorname{Gram}(\mathbf{u})$ of a vector labeling $\mathbf{u}$, it is easy to obtain the following: A graph $G$ has a unit distance representation in a ball of radius $R$ (in some appropriately high dimension) if and only if there exists a positive
semidefinite matrix $A$ such that $A_{i i} \leq R^{2}$ for all $(i \in V)$ and $A_{i i}-2 A i j+A_{j j}=1$ for all $(i j \in E)$. In other words, the smallest radius $R$ is the square root of the optimum value of the following semidefinite program (and so it is polynomial time computable with arbitrary precision):

$$
\begin{array}{lll}
\operatorname{minimize} & w  \tag{13.11}\\
\text { subject to } & A \succeq 0 & \\
& A_{i i} \leq w & (i \in V) \\
& A_{i i}-2 A i j+A_{j j}=1 & (i j \in E)
\end{array}
$$

Example 13.7. The unit distance embedding of the Petersen graph in Figure 13.2 is optimal if we want to minimize the dimension, but not if we want to minimize the circumradius. Let us illustrate how semidefinite optimization can find the optimal embedding by determining this for the Petersen graph. In the formulation above, we have to find a $10 \times 10$ positive semidefinite matrix $A$ satisfying the given linear constraints. For a given $w$, the set of feasible solutions is convex, and it is invariant under the automorphisms of the Petersen graph. Hence there is an optimum solution which is invariant under these automorphisms (in the sense that if we permute the rows and columns by the same automorphism of the Petersen graph, we get back the same matrix).

Now we know that the Petersen graph has a very rich automorphism group: not only can we transform every node into every other node, but also every edge into every other edge, and every nonadjacent pair of nodes into every other nonadjacent pair of nodes. A matrix invariant under these automorphisms has only 3 different entries: one number in the diagonal, another number in positions corresponding to edges, and a third number in positions corresponding to nonadjacent pairs of nodes. This means that this optimal matrix $A$ can be written as

$$
A=x P+y J+z I
$$

where $P$ is the adjacency matrix of the Petersen graph. So we only have these 3 unknowns $x, y$ and $z$ to determine.

The linear conditions above are easily translated into the variables $x, y, z$. But what to do with the condition that $A$ is positive semidefinite? Luckily, the eigenvectors of $P$ are also eigenvectors of $J$ and $I$, and hence the eigenvalues of $A$ are the corresponding linear combinations of the eigenvalues of $P, J$ and $I$. The eigenvalues of $P$ are well known (and easy to compute): they are 3,1 ( 5 times) and -2 ( 4 times). So the nonnegativity of the eigenvalues of $A$, together with the linear conditions gives the linear inequalities in 13.11) give us the linear program

$$
\begin{aligned}
& \text { minimize } \begin{array}{ll}
y+z \\
\text { subject to } \begin{cases}3 x+10 y+z & \geq 0 \\
x+z & \geq 0 \\
-2 x+z & \geq 0 \\
2 z-2 x & =1\end{cases}
\end{array} . \begin{array}{l}
\end{array} \\
& \hline
\end{aligned}
$$

It is easy to solve this: $x=-1 / 4, y=1 / 20$ and $z=1 / 4$. Thus the smallest radius of a ball in which the Petersen graph has a unit distance representation is $\sqrt{y+z}=\sqrt{3 / 10}$. The corresponding matrix $A$ has rank 4, so this representation is in $\mathbb{R}^{4}$.

It would be difficult to draw a picture of this representation, but we can offer the following nice matrix, whose columns realize this representation:

$$
\frac{1}{2}\left(\begin{array}{llllllllll}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0  \tag{13.12}\\
1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1
\end{array}\right)
$$

This matrix reflects the fact that the Petersen graph is the complement of the line-graph of $K_{5}$. The center of the smallest ball containing it is not the origin; translating it to the origin, we get a representation in 4 -space, but with a less transparent matrix.

Unit distance representations are not only analogous to orthogonal representations, but in fact closely related; see Exercises $13.2,13.3$. They are also special cases of bar-and-joint frameworks, to be discussed in Chapter 15 .
13.2.2. Boolean variables and semidefinite optimization. Discrete optimization problems typically ask for an optimal subset of a set with given properties, and with maximum or minimum weight, or some other extremal property. A solution of such a problem can be encoded as a Boolean vector. Often the constraints and the objective function can be expressed as quadratic functions of these variables. If this is the case, we have a chance to use semidefinite optimization to obtain good bounds on the optimum.

In the following general description, we consider the Boolean values of the variables as real variables $x_{1}, \ldots, x_{n}$, where $x_{i}=1$ means TRUE and $x_{i}=0$ means FALSE. The quadratic equation $x_{i}^{2}=x_{i}$ expresses that $x$ is $0-1$ valued. For this discussion, assume that the problem is a maximization problem with some (typically NP-hard) optimum value $v_{\text {opt }}$. It is often useful to homogenize the problem; for this, we introduce $x_{0}=1$. The condition on the $x_{i}$ becomes $x_{i}^{2}-x_{i} x_{0}=0$, and we also have $x_{0}^{2}=1$.

The symmetric matrix $X=\left(x_{i} x_{j}\right)_{i, j=0}^{n}$ is positive semidefinite. There are some further general conditions following just from the definition of $X$ :

$$
\begin{align*}
& X_{00}=1  \tag{13.13}\\
& X_{i 0}=X_{0 i}=X_{i i} \quad(i=1, \ldots, n) \tag{13.14}
\end{align*}
$$

This is not all; as an example, the following inequality is often useful (it can be verified by checking the possible values of $x_{i}, x_{j}$ and $x_{k}$; it does not follow from positive semidefiniteness):

$$
\begin{equation*}
X_{i j}+X_{j k} \leq X_{j j}+X_{i k} \quad(1 \leq i, j, k \leq n) \tag{13.15}
\end{equation*}
$$

To obtain a semidefinite relaxation of the problem, we express the conditions as linear constraints on the entries of $X$. This step is of course problem-specific, and we will discuss some important applications in the sect sections.

Then we solve the semidefinite optimization problem with these constraints, and obtain an optimizer matrix $X$ and an optimum value $v_{\text {sd }}$. Since the semidefinite problem is a relaxation, we have $v_{\text {opt }} \leq v_{\text {sd }}$. How good is this approximation? And, equally importantly, how to get an optimum solution of the original problem from $X$ ?

We can write $X=\operatorname{Gram}(\mathbf{u})$ for some vector labeling $\mathbf{u}$. Equation 13.13 ) implies that $\mathbf{u}_{0}$ is a unit vector; the vectors $\mathbf{u}_{i}(i>0)$ satisfy $\mathbf{u}_{i}^{\top}\left(\mathbf{u}_{0}-\mathbf{u}_{i}\right)=0$, so the vectors $\mathbf{u}_{i}, \mathbf{u}_{0}-\mathbf{u}_{i}$ and $\mathbf{u}_{0}$ form a right triangle. We can also say that $\mathbf{u}_{i}$ lies on the Thales sphere with diameter $\left[0, \mathbf{u}_{0}\right]$. Condition 13.15 translates into $\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)^{\top}\left(\mathbf{u}_{j}-\mathbf{u}_{k}\right) \geq 0$, which in the geometric language means that no three of the labeling vectors form an obtuse triangle.

More generally, the vector labels satisfy algebraic conditions that are formally similar to original quadratic constraints. For example, a constraint $x_{i} x_{j}=0$ implies $X_{i j}=0$, which implies $\mathbf{u}_{i}^{\top} \mathbf{u}_{j}=0$. If we are lucky and the vectors $\mathbf{u}_{i}$ all belong to the same 1-dimensional space, then we get an optimal solution of the discrete problem right away.

But in general we are not so lucky, and we need to extract and approximate solution from the vectors $\mathbf{u}_{i}$. The simplest method is to generate a random unit vector $\mathbf{v}$, and define

$$
\bar{x}_{i}= \begin{cases}1, & \text { if } \mathbf{v}^{\top} \mathbf{u}_{i}>\frac{1}{2} \mathbf{v}^{\top} \mathbf{u}_{0} \\ 0, & \text { otherwise }\end{cases}
$$

Geometrically, we take a random hyperplane through the center of the Thales sphere, and define $\bar{x}$ as the incidence vector of the set of nodes represented in the halfspace not containing the origin. The difficult question is, how far is this solution from the optimum? The analysis of a few important applications in the next sections shows that the answer to this question is often not easy, but the method is quite powerful.

This method can augmented with several nontrivial tricks, and other extraction methods have also been developed; and refer to Feige-Langberg 2006 and Laurent-Rendl 2005] for more.

While it is more common to use $x_{i}=0$ for FALSE, one could also use $x_{i}=$ -1 to encode this. This means only a linear transformation, and sometimes one, sometimes the other is more useful. In the examples below, both approaches come up.
13.2.3. Stable sets. We want to find a maximum stable set $S$ in the graph $G$. We can assign 0-1 valued variables $x_{i}$ to the nodes, where $x_{i}=1$ means that $i \in S$. The condition that $S$ is stable means that $x_{i} x_{j}=0$ for all edges $i j$, and the cardinality of $S$ is just the sum $\sum_{i} x_{i}$. It will be convenient to homogenize by introducing a new variable $x_{0}=1$. Then our conditions are $x_{i}^{2}=x_{0} x_{i}$ for every node $i$, and $x_{i} x_{j}=0$ for every edge $i j$. The objective function to maximize can be written as $\sum_{i \in V} x_{i}^{2}$.

In terms of the $(n+1) \times(n+1)$ matrix $X=\left(x_{i} x_{j}\right)_{i, j=0}^{n}$, we have

$$
\begin{align*}
\operatorname{maximize} & \sum_{i \in V} X_{i i} \\
\text { subject to } & A \succeq 0 \\
& X_{00}=1 \\
& X_{i 0}=X_{0 i}=X_{i i} \quad(i \in V)  \tag{13.16}\\
& X_{i j}=0 \quad(i j \in E)
\end{align*}
$$

Writing $X=\operatorname{Gram}(\mathbf{w})$, we get an orthogonal representation together with a unit vector $\mathbf{w}_{0}$. The vectors $\mathbf{v}_{i}=\mathbf{w}_{i}^{0}$ form a dual orthonormal representation with
handle $\mathbf{d}=\mathbf{w}_{0}$. We know that $\mathbf{w}_{i}, \mathbf{d}-\mathbf{w}_{i}$ and $\mathbf{d}$ form a right triangle, which means that $\mathbf{w}_{i}$ is the orthogonal projection of $\mathbf{d}$ onto $\mathbf{v}_{i}$, and hence $\left|\mathbf{w}_{i}\right|=\mathbf{d}^{\top} \mathbf{v}_{i}$. Thus the value of the objective function is

$$
\sum_{i \in V} X_{i i}=\sum_{i \in V}\left|\mathbf{w}_{i}\right|^{2}=\sum_{i \in V}\left(\mathbf{d}^{\top} \mathbf{v}_{i}\right)^{2}
$$

Since $\vartheta(G)$ is the maximum of the right hand side over all orthonormal representations, it follows that $v_{\text {sd }} \leq \vartheta(G)$. It is easy to check that we have equality here. So $\vartheta$ can be defined as the most basic semidefinite relaxation of the stability number.

A next step is to extract a reasonably large stable subset from the optimum solution of 13.16 . We have done so in Section 11.4.1 (with a very large error, but as remarked there, one cannot expect to do better).

### 13.3. Maximum cut

Next we describe the application of semidefinite optimization combined with geometric techniques to another basic algorithmic problem, due to Goemans and Williamson Goemans-Williamson 1995.
13.3.1. The Maximum Cut Problem. A cut in a graph $G$ is the set of edges connecting a set $S \subseteq V$ to $V \backslash S$, where $\emptyset \subset S \subset V$. The Maximum Cut Problem is to find a cut with maximum cardinality. We denote by $\operatorname{maxcut}(G)$ this maximum. (More generally, we can be given a weighting $w: V \rightarrow \mathbb{R}_{+}$, and we could be looking for a cut with maximum total weight. To keep things simple, however, we restrict our discussion to the unweighted case.)

The Maximum Cut Problem is NP-hard; it was one of the first problems shown to be NP-hard by Karp. A natural next step is to find an "approximately" maximum cut. Formulated in different terms, Erdős 1967] described the following simple heuristic algorithm for the Maximum Cut Problem: for an arbitrary ordering $\left(v_{1}, \ldots, v_{n}\right)$ of the nodes, we color $v_{1}, v_{2}, \ldots, v_{n}$ successively red or blue. For each $i, v_{i}$ is colored blue if and only if the number of edges connecting $v_{i}$ to blue nodes among $v_{1}, \ldots, v_{i-1}$ is less than the number of edges connecting $v_{i}$ to red nodes in this set; otherwise, it is colored blue. Then the cut formed by the edges between red and blue nodes contains at least half of all edges. In particular, we get a cut that is at least half as large as the maximum cut.

There is an even easier randomized algorithm to achieve this approximation, at least in expected value. Let us 2 -color the nodes of $G$ randomly, so that each node is colored red or blue independently, with probability $1 / 2$. Then the probability that an edge belongs to the cut between red and blue is $1 / 2$, and so the expected number of edges in this cut is $m / 2$.

These algorithms show that the maximum cut can be approximated from below in polynomial time with a multiplicative error of at most $1 / 2$. Can we do better? The fundamental paper Goemans-Williamson 1995, building on results of Mohar-Poljak 1990, Poljak-Rendl 1992, Delorme-Poljak 1993a, gives a polynomial time algorithm that approximates the maximum cut in a graph with a relative error of less than $13 \%$ :

Theorem 13.8. One can find a cut with at least .878 maxcut $(G)$ edges in polynomial time.

What is this strange constant? The proof below will show that its exact value is $2 c / \pi$, where $c$ is the largest positive number for which

$$
\begin{equation*}
\arccos t \geq c(1-t) \tag{13.17}
\end{equation*}
$$

for $-1 \leq t \leq 1$ (Figure 13.3 ). It can be shown that $2 c / \pi$ is an irrational number, of which the value .878 in the theorem is only an approximation.


Figure 13.3. The constant $c$ in the Goemans-Williamson algorithm

Can we do even better? Not likely. Håstad 1997] showed that it is NP-hard to find a cut with more than $(16 / 17) \operatorname{maxcut}(G) \approx .941 \operatorname{maxcut}(G)$ edges, so we cannot get arbitrarily close to the optimum. The constant $2 c / \pi \approx .878$ would seem like a "random" byproduct of a particular proof, and one would expect that the "truth" (the best achievable constant) is somewhere between $.878 \ldots$ and $.941 \ldots$, perhaps some nice number like $9 / 10$. However, it turns out that if we assume the complexity theoretic hypothesis called the "Unique Games Conjecture" (stronger than $P \neq N P$ ), then the constant $2 c / \pi$ is optimal Khot et al. 2007]: no polynomial time randomized algorithm can produce a cut that for every graph would contain at least $a$ maxcut $(G)$ edges, where $a>2 c / \pi$.
13.3.2. Semidefinite formulation. Let us assign a $\pm 1$ variable $x_{i}$ to each node, where the sign encodes the two sides of the cut we want to find. These variables satisfy $x_{i}^{2}=1$. There are no instance-dependent constraints. For an edge $i j$, the difference $x_{i}-x_{j}$ is zero if $i$ and $j$ are on the same side of the cut, and $\pm 2$ otherwise. Hence the number of edges in the cut can be expressed as

$$
\begin{equation*}
\frac{1}{4} \sum_{i j \in E}\left(x_{i}-x_{j}\right)^{2}=\frac{1}{4} x^{\top} L x \tag{13.18}
\end{equation*}
$$

(where $L$ is the Laplacian of the graph). In terms of the symmetric $V \times V$ matrix $X=x x^{\top}=\left(x_{i} x_{j}\right)_{i, j \in V}$, we have the semidefinite optimization problem

$$
\begin{align*}
\operatorname{maximize} & \frac{1}{4} L \cdot X  \tag{13.19}\\
\text { subject to } & X \succeq 0 \\
& X_{i i}=1 \quad(i \in V)
\end{align*}
$$

It is not hard to see that the maximum is attained, since the conditions $X_{i i}=1$ imply that $\left|X_{i j}\right| \leq 1$ for all $i$ and $j$ and so the set of solutions is compact. This semidefinite program is only a relaxation of the maximum cut problem: the matrix $X$ has the additional property that its rank is 1 . This property, however, cannot
be expressed as a linear condition on the matrix entries. Let $\gamma(G)$ denote optimum value in 13.19 .

We can write the optimizer in 13.19 as $X=\operatorname{Gram}(\mathbf{u})$, then the vector labeling $\mathbf{u}$ consists of unit vectors, and the objective function is

$$
\begin{equation*}
\frac{m}{2}-\sum_{i j \in E} \mathbf{u}_{i}^{\top} \mathbf{u}_{j} \tag{13.20}
\end{equation*}
$$

13.3.3. The dual problem. During our treatment of orthogonal representations and the theta-function, we have seen that semidefinite duality has played a crucial role, leading not only to the technical tools of Theorem 11.2, but also to duality relations between the graph and its complement (Proposition 11.4 Corollary 11.6 and Corollary 11.27 ). Let us conclude with describing the duality of the semidefinite relaxation of the maximum cut problem. It is not hard to see that the dual of 13.19 can be written as

$$
\begin{align*}
\operatorname{minimize} & \frac{1}{4} \sum_{i \in V} z_{i}  \tag{13.21}\\
\text { subject to } & \operatorname{diag}(\mathbf{z})-L \succeq 0
\end{align*}
$$

In words, we want to add to the diagonal entries of $-L$ as little as possible to make it positive semidefinite. Clearly both 13.19 and 13.21 have strictly feasible solutions, and both optima are attained and equal to $\gamma(G)$.

In terms of the adjacency matrix, we can rewrite this as

$$
\begin{equation*}
\gamma(G)=\frac{m}{2}+\frac{1}{4} \min \left\{\mathbb{1}^{\top} \mathbf{x}: \operatorname{diag}(\mathbf{x})+A_{G} \succeq 0\right\} \tag{13.22}
\end{equation*}
$$

So we want to increase the diagonal entries of the adjacency matrix $A_{G}$ to make it positive semidefinite, and want to minimize the total increase. This minimum is just $\gamma(G)-m / 2$.

We can write a solution as $\operatorname{diag}(\mathbf{z})-L=\operatorname{Gram}(\mathbf{v})$, then the vector labeling $\mathbf{v}$ satisfies

$$
\mathbf{v}_{i}^{\top} \mathbf{v}_{j}= \begin{cases}1, & \text { if } i j \in E  \tag{13.23}\\ 0, & \text { if } i j \in \bar{E}\end{cases}
$$

and, letting $\mathbf{v}$ run over all vector labelings satisfying (13.23),

$$
\begin{equation*}
\gamma(G)=\min _{\mathbf{v}} \frac{1}{4} \sum_{i \in V}\left(\left|\mathbf{v}_{i}\right|^{2}+\operatorname{deg}(i)\right)=\frac{m}{2}+\frac{1}{4} \min _{\mathbf{v}} \sum_{i \in V}\left|\mathbf{v}_{i}\right|^{2} \tag{13.24}
\end{equation*}
$$

We see that this is always at least $m / 2$, as it should be. Note that $\mathbf{v}$ is a particularly nice orthogonal representation.

An argument similar to the proof of Theorem 11.5 shows that if the graph has a node-transitive automorphism group, then adding the same value in the diagonal is optimal. This implies that for a graph with a node-transitive automorphism group,

$$
\begin{equation*}
\gamma(G)=\frac{m}{2}-\frac{n}{4} \lambda_{\min } \tag{13.25}
\end{equation*}
$$

In particular,

$$
\gamma\left(K_{n}\right)=\frac{1}{2}\binom{n}{2}+\frac{n}{4}=\frac{n^{2}}{4}, \quad \gamma\left(K_{n / 2, n / 2}\right)=\frac{n^{2}}{4}
$$

Example 13.9. Bipartite graphs $G$ are trivial examples for the Maximum Cut Problem, since all edges can be included in a cut. How is the semidefinite programming bound? We claim that adding the degrees $\operatorname{deg}(i)$ in the diagonal of the adjacency matrix, we get a positive semidefinite matrix. Indeed, multiplying the rows and columns corresponding to nodes in one color class (which does not change the signs of the eigenvalues), we get $L_{G}$, which is positive semidefinite.

This implies, by (13.22), that

$$
\gamma(G) \leq \frac{m}{2}+\frac{1}{4} \sum_{i} \operatorname{deg}(i)=\frac{m}{2}+\frac{m}{2}=m
$$

Since a cut of size $m$ can be attained, it follows that $\gamma(G)=m$, and that $x_{i}=\operatorname{deg}(i)$ is an optimizer in 13.22.

Example 13.10. Consider the line-graph $H=L(G)$ of a simple connected graph $G$. The maximum cut of $H$ is not hard to compute Guruswami 1999. A partition of $V(H)=E$ corresponds to a partition $E^{\prime} \cup E^{\prime \prime}=E$. Let $\operatorname{deg}(i)$ and $\operatorname{deg}^{\prime}(i)$ denote the degree of node $i$ in $G$ and in $\left(V, E^{\prime}\right)$, respectively. Then the number of edges of $H$ between $E^{\prime}$ and $E^{\prime \prime}$ is the number of pairs of edges $e^{\prime} \in E^{\prime}$ and $e^{\prime \prime} \in E^{\prime \prime}$ that share an endpoint $i$, and so it is $\sum_{i \in V} \operatorname{deg}^{\prime}(i)\left(\operatorname{deg}(i)-\operatorname{deg}^{\prime}(i)\right)$. Clearly $\operatorname{deg}^{\prime}(i)\left(\operatorname{deg}(i)-\operatorname{deg}^{\prime}(i)\right) \leq\left\lfloor\operatorname{deg}(i)^{2} / 4\right\rfloor$, and hence

$$
\operatorname{maxcut}(H) \leq \sum_{i \in V}\left\lfloor\frac{\operatorname{deg}(i)^{2}}{4}\right\rfloor
$$

This upper bound can be attained except in one case, when it can be improved by 1 (see Exercise 13.8):

$$
\begin{equation*}
\operatorname{maxcut}(H)=\sum_{i \in V}\left\lfloor\frac{\operatorname{deg}(i)^{2}}{4}\right\rfloor-\varepsilon \tag{13.26}
\end{equation*}
$$

where $\varepsilon=1$ if $G$ is an eulerian graph with an odd number of edges, and $\varepsilon=0$ otherwise.

To estimate the upper bound $\gamma$, we assign to each edge $i j$ the vector $\mathbb{1}_{\{i, j\}} \in \mathbb{R}^{V}$. Then we get an orthogonal representation with properties 13.23), and so

$$
\begin{equation*}
\gamma(H) \leq \frac{|E(H)|}{2}+\frac{m}{2}=\sum_{i \in V} \frac{\operatorname{deg}(i)^{2}}{4} \tag{13.27}
\end{equation*}
$$

Equality does not hold in all cases, but it does when $G$ has a node-transitive automorphism group. We see that for a line-graph $H$, the value $\gamma(H)$ is a reasonable bound on $\operatorname{maxcut}(H)$; it is equal to $\operatorname{maxcut}(H)$, among others, when $G$ is an eulerian graph with an even number of edges, and asymptotically equal if the degrees of $G$ are large.
13.3.4. Extracting a cut. The semidefinite optimization problem 13.19) can be solved in polynomial time (with an arbitrarily small relative error; let's not worry about this error here). The optimum value $\gamma(G)$ is a polynomial time computable upper bound on the size of the maximum cut.

Following the general method, we write the optimal matrix as $X=\operatorname{Gram}(\mathbf{u})$, to get a vector labeling with unit vectors in some space $\mathbb{R}^{d}$, for which the objective function 13.20 is maximized. To define the cut, we generate a random hyperplane


Figure 13.4. A cut in the graph given by a random hyperplane
in $\mathbb{R}^{d}$ (its normal vector should be uniformly distributed over $S^{d}$ ), and define the two sides of the cut as the two sides of this hyperplane (Figure 13.4).

How good is this cut? Let $i j \in E$ and let $\mathbf{u}_{i}, \mathbf{u}_{j} \in S^{n-1}$ be the corresponding vectors in the representation constructed above. It is easy to see that the probability that a random hyperplane $H$ through 0 separates $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ is $\left(\arccos \mathbf{u}_{i}^{\top} \mathbf{u}_{j}\right) / \pi$. Using the constant $c$ introduced above, the expected number of edges intersected by $H$ is

$$
\begin{equation*}
\sum_{i j \in E} \frac{\arccos \mathbf{u}_{i}^{\top} \mathbf{u}_{j}}{\pi} \geq \sum_{i j \in E} c \frac{1-\mathbf{u}_{i}^{\top} \mathbf{u}_{j}}{\pi}=-\frac{2 c}{\pi} \gamma(G) \geq \frac{2 c}{\pi} \operatorname{maxcut}(G) \tag{13.28}
\end{equation*}
$$

This completes the analysis of the algorithm, and proves Theorem 13.8
Remark 13.11. Often the Max Cut Problem arises in a more general setting, where the edges of a the graph have nonnegative weights (or values), and we want to find a cut with maximum total weight. The algorithm described above is easily extended to this case, by using the weights as coefficients in the sums 13.18, 13.19 and 13.28 .

Remark 13.12. It is not quite obvious how to generate a random hyperplane in a high-dimensional linear space. We want that the random hyperplane does not prefer any direction, which means the normal vector of the hyperplane should be uniformly distributed over the unit sphere in $\mathbb{R}^{n}$. Such a vector can be generated by normalizing a standard Gaussian (see (C.15) in the Appendix).

Another objection to the above algorithm could be that it uses random real numbers. This can be replaced by random integers from a polynomial-size set, similarly as at the end of Section 3.3.3. In fact, the algorithm can be fully derandomized by well established (but nontrivial) techniques. We do not discuss this issue here; see e.g. Alon-Spencer 1992, Chapter 15 for a survey of derandomization methods.
13.3.5. Springs. A different path leading to the same algorithm reaches back to the idea of rubber band representations-with a twist. Suppose that we have somehow placed the nodes of the graph in space, conveniently on the unit sphere in some Euclidean space. Take a random hyperplane $H$ through the origin. This partitions the nodes into two classes (Figure 13.4). We "hope" that this will give a good partition.

How justified is this hope? If the nodes are placed in a random position (say, their location is independently selected uniformly from the unit ball centered at the origin), then it is easy to see that we get half of the edges in expectation.

Can we do better by placing the nodes in a more sophisticated way? Still heuristically, an edge that is longer has a better chance of being cut by the random hyperplane. So we want a construction that pushes adjacent nodes apart; one expects that for such a placement, the random cut will intersect many edges. In other words, we want to replace the edges not by rubber bands (as in Chapter 3), but by springs! Our springs will be, however, very peculiar springs, since the farther the endpoints are, the larger the force with which they push their endpoints apart. (This is certainly counterintuitive, but mathematically definable. In a small neighborhood of a given length, the "spring" image can be helpful, and will be used in Chapter 15 again.)

Clearly we have to constrain the nodes to a bounded region, and the unit sphere $S^{d-1}$ is a natural choice. (The unit ball would work just as well.) Mathematically speaking, we want to find a representation $i \mapsto \mathbf{u}_{i}(i \in V)$ of the nodes of the graph on the unit sphere in $\mathbb{R}^{d}$ so that the following "energy" is minimized:

$$
\begin{equation*}
-\sum_{i j \in E}\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)^{2} . \tag{13.29}
\end{equation*}
$$

What is the minimum of this energy? If we work in $\mathbb{R}^{1}$, then the problem is equivalent to the Maximum Cut problem: each node is represented by either 1 or -1 , which means that a placement is equivalent to a partition of the node set; the energy is the negative of the number of edges connecting the two partition classes. So at least we have been able to relate our placement problem to the Maximum Cut problem.

Unfortunately, the argument above also implies that for $d=1$, the optimal representation is NP-hard to find. For $d>1$, the negative of the minimum energy $-\mathcal{E}_{\text {opt }}$ may not be equal to the size of the maximum cut, but it is still an upper bound. While I am not aware of a proof of this, it is probably NP-hard to find the placement with minimum energy for $d=2$, and more generally, for any fixed $d$. The surprising fact is that if we do not fix $d$ (equivalently, for $d=n$ ), such a representation can be found in polynomial time using semidefinite optimization! This has been the content of our discussion in this section.

### 13.4. The MAX-3SAT problem

The Satisfiability Problem is perhaps the most central algorithmic problem in computer science. We have Boolean variables $x_{1}, \ldots, x_{n}$. A literal is a variable or its negation. A clause is a disjunction of literals: $c=y_{1} \vee \cdots \vee y_{k}$. A conjunctive normal form is a conjunction of clauses: $\Phi\left(x_{1}, \ldots, x_{n}\right)=c_{1} \wedge \cdots \wedge c_{m}$. A $k$-form is a conjunctive normal form in which every clause contains $k$ literals.

The Satisfiability Problem asks for finding values for the variables making $\Phi\left(x_{1}, \ldots, x_{n}\right)$ true (in other words, making every clause true). This is an NP-hard problem (in a sense, the quintessential NP-hard problem), and therefore many versions and special cases have been studied. It is known that the Satisfiability Problem is polynomially solvable for 2-forms, but NP-hard for 3-forms.

The MAX-3SAT problem is a variant in which, given a 3 -form $\Phi$, we want to find an assignment of values to the variables which makes as many clauses true
as possible. We denote by maxsat $(\Phi)$ this maximum number. This is, of course, NP-hard as well, but in this setting we may be interested in good approximation algorithms.

Here we sketch an algorithm that solves the MAX-3SAT Problem within a factor of $7 / 8$ of the optimum, using semidefinite optimization and the geometric representation obtained from it. We follow the general path outlined above: we consider the Boolean variables as real variables of value 0 or 1 . Each clause $c$ has a boolean value, indicating the truth of it: $c=1$ if $c$ is satisfied and $c=0$ otherwise. The objective function is simply $\sum_{c} c$.

As before, we use a new variable $x_{0}=1$ to make the system homogeneous, and want to make use of the semidefiniteness of the matrix $X=x x^{\top}=\left(x_{i} x_{j}\right)_{0 \leq i, j \leq n}$. The validity of a clause $c=y_{i} \vee y_{j} \vee y_{k}$ can be expressed in an algebraic form:

$$
c=1-\left(1-y_{i}\right)\left(1-y_{j}\right)\left(1-y_{k}\right) .
$$

Here $y_{i}=x_{i}$ if $x_{i}$ is unnegated, and $y_{i}=1-x_{i}$ otherwise. Unfortunately, this inequality is cubic, which does not lead to linear conditions on the entries of the matrix $X$. But we are only looking for a relaxation, so we might use upper bounds instead of an exact expression of $c$. A simple bound is

$$
c \leq y_{i}+y_{j}+y_{k}
$$

but this is not powerful enough. We go sort of half way, using a quadratic upper bound:

$$
\begin{equation*}
c \leq y_{i}+y_{j}+y_{k}-y_{i} y_{j}-y_{i} y_{k}, \tag{13.30}
\end{equation*}
$$

which is easy to check. There are three ways to separate one of the variables $y_{i}$ from a given clause, so every clause gives rise to three inequalities of the form 13.30 .

Defining the symmetric $(n+1) \times(n+1)$ matrix $X=\left(x_{i} x_{j}\right)_{i, j=0}^{n}$, we want to

$$
\begin{align*}
\operatorname{maximize} & \sum_{c}\left(X_{0 i}^{c}+X_{0 j}^{c}+X_{0 j}^{c}-X_{i j}^{c}-X_{i k}^{c}\right)  \tag{13.31}\\
\text { subject to } & X \succeq 0 \\
& X_{00}=1, \\
& X_{0 i}=X_{i 0}=X_{i i} \quad(1 \leq i \leq n),
\end{align*}
$$

where

$$
X_{i j}^{c}= \begin{cases}X_{i j}, & \text { if } i \text { and } j \text { are not negated in } c \\ X_{i i}-X_{i j}, & \text { if } i \text { is not negated in } c \text { but } j \text { is } \\ X_{j j}-X_{i j}, & \text { if } j \text { is not negated in } c \text { but } i \text { is } \\ X_{00}-X_{i i}-X_{j j}+X_{i j}, & \text { if both } i \text { and } j \text { are negated in } c .\end{cases}
$$

The optimum value of this semidefinite program, along with the optimizing matrix $X$, is polynomial time computable. This optimization problem is a relaxation of the MAX-3SAT problem: every solution of the MAX-3SAT problem yields a solution of (13.31) (but unfortunately not the other way around). So the optimum value of (13.31) is at least maxsat $(\Phi)$.

The rest of the algorithm is similar to the maximum cut algorithm. We write $X=\operatorname{Gram}(\mathbf{u})$ with an appropriate vector labeling $\mathbf{u}$ in $\mathbb{R}^{d}$. Note that $\mathbf{u}_{0}$ is a unit vector, and all the other vectors $\mathbf{u}_{i}$ are contained in the sphere with radius $1 / 2$ about $(1 / 2) \mathbf{u}_{0}$ (the "Thales sphere" of $\left[0, \mathbf{u}_{0}\right]$ ). Taking a random hyperplane $H$
through $(1 / 2) \mathbf{u}_{0}$, and assigning $x_{i}=1$ if $\mathbf{u}_{i}$ is on the same side of $H$ as $\mathbf{u}_{0}$, and $x_{i}=0$ otherwise, we get an assignment of boolean values.

It can be proved that the expected number of satisfied clauses is at least $\frac{7}{8} \operatorname{maxsat}(\Phi)$; this was conjectured, and proved in some special cases in Karloff-Zwick 1997, and proved completely in Zwick 2002. This latter proof is computer-assisted, and we do not reproduce it here. The constant $7 / 8$ is best possible Håstad 1997.

Exercise 13.1. How do the bounds 13.10 change if we insist that different nodes be represented by different points of $\mathbb{R}^{d}$ ?
Exercise 13.2. Let $d_{1}$ denote the smallest dimension in which a given graph $G$ has a unit distance representation, and let $d_{2}$ denote the smallest dimension in which $\bar{G}$ has an orthonormal representation. Prove that $d_{1} \leq d_{2} \leq 4^{d_{1}}$.
Exercise 13.3. Prove that every graph $G$ has a unit distance representation (in some dimension) contained in a ball with radius

$$
\sqrt{\frac{1}{2}-\frac{1}{2 \vartheta(\bar{G})}}
$$

If the graph has a node-transitive automorphism group, then this is the smallest possible radius.
Exercise 13.4. Construct the dual of the semidefinite program 13.2. Does it have an optimal solution? Does it have a strictly feasible solution?
Exercise 13.5. Let $A_{1}, \ldots, A_{n}$ be symmetric $m \times m$ matrices. Then exactly one of the following alternatives holds: (i) There are $x_{1}, \ldots, x_{n} \in \mathbb{R}$ such that $x_{1} A_{1}+\cdots+x_{n} A_{n} \succeq 0$ and $\sum_{i=1}^{n} x_{i} A_{i} \neq 0$. (ii) There exists a matrix $Y \succ 0$ such that $A_{i} \cdot Y=0(i=1, \ldots, n)$.
Exercise 13.6. Let $\mathcal{A}$ be an affine subspace of $\mathcal{S}$. Then exactly one of the following alternatives holds: (i) There is an $X \in \mathcal{A}, X \succ 0$. (ii) There exists a matrix $Y \neq 0, Y \succeq 0$ such that either $X \cdot Y \leq 0$ for all $X \in \mathcal{L}$.
Exercise 13.7. Let $A_{1}, \ldots, A_{n}$ be symmetric $m \times m$ matrices and $b_{i}, \ldots, b_{n} \in \mathbb{R}$. Then exactly one of the following alternatives holds: (i) There exist $x_{1}, \ldots, x_{n} \in \mathbb{R}$ such that $x_{1} A_{1}+\cdots+x_{n} A_{n} \succeq 0, \sum_{i} x_{i} b_{i} \leq 0$, and if $\sum_{i} x_{i} b_{i}=0$ then $\sum_{i}\left|b_{i}\right|>0$ and $\mathbf{y}^{\top} A_{i} y=0$ for all $y \in \mathbb{R}^{m}$ with $\left(x_{1} A_{1}+\cdots+x_{n} A_{n}\right) \mathbf{y}=0$. (ii) There exists a matrix $Y \succeq 0$ such that $A_{i} \cdot Y=b_{i}$ for all $i$.
Exercise 13.8. Let $G$ be a connected simple graph. (a) If $G$ is eulerian with an even number of nodes, then it has a spanning subgraph $G^{\prime}$ such that every node $i$ is incident with $\operatorname{deg}(i) / 2$ edges of $G^{\prime}$. (b) If $G$ is eulerian with an odd number of nodes, then it has a spanning subgraph $G^{\prime}$ such that every node except one $i$ is incident with $\operatorname{deg}(i) / 2$ edges of $G^{\prime}$. (c) If $G$ is not eulerian, then it has a spanning subgraph $G^{\prime}$ such that every node $i$ is incident with either $\lfloor\operatorname{deg}(i) / 2\rfloor$ or $\lceil\operatorname{deg}(i) / 2\rceil$ edges of $G^{\prime}$.
Exercise 13.9. Show that the Maximum Cut Problem is a special case of the MAX-2SAT problem.
Exercise 13.10. Find infinitely many linegraphs for which equality does not hold in 13.27.

## CHAPTER 14

## Stresses

We can introduce this chapter as picking up the topic of Chapter 3, studying frameworks in equilibrium in which the edges are rubber bands and also springs and rigid bars; mathematically, all that matters are the forces that act along the edges, which we describe as equilibrium stresses on frameworks. The physical interpretation of the edges does not matter here: in this setting, stresses (as well as braced stresses, to be introduced below) are simply solutions of appropriate linear equations.

Physical experience helps to visualize several of the arguments. Depending on what carries the force along the edges, we can think of various physical models that can be described by the above mathematical definition.

- We can think of an edge $i j$ with a positive stress as a rubber band with this strength. As we have done before, we think of an edge with negative stress as a peculiar "spring" that pushes its endpoints apart.
- We can think of all edges as rigid bars, to get a bar-and-joint framework. In a resting position, such a framework will not carry any stress, but if we replace, say, one edge by a rubber band, then it will either move or carry a stress. Stresses are important tools in understanding the rigidity of the framework.
- One can extend the previous model by taking the signs of stresses into account. An edge that can carry a positive stress, but not a negative stress, is called a cable; if it is the other way around, it is called a strut. A framework with its edges classified as "cables" and "struts" is called a tensegrity framework.

From an engineering point of view, this chapter studies static properties of (say) bar-and-joint frameworks; dynamic properties will be the subject matter of the next chapter. Our main goal is to point out the many interesting connections between graph theory and geometry this setup leads to, so we do not attempt to be "practical".

### 14.1. Stresses and stress matrices

Let us fix a vector-labeling $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ of the graph $G$. A function $S: E \rightarrow \mathbb{R}$ will called an equilibrium stress (or simply a stress) on $(G, \mathbf{u})$ if

$$
\begin{equation*}
\sum_{j \in N(i)} S_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)=0 \quad(\text { for every } i \in V) \tag{14.1}
\end{equation*}
$$

Since the stress is defined on edges, rather than oriented edges, we have tacitly assumed that $S_{i j}=S_{j i}$. We will extend the notation to nonadjacent pairs $i, j$ by $S_{i j}=0$ (the values $S_{i i}$ play no role here; we will return to a useful way of defining them soon.)

In the language of physics, we want to keep node $i$ in position $\mathbf{u}_{i}$ (think of the case $d=3$ ), and we can do that through forces acting along the edges of $G$. Then the force acting along edge $i j$ is parallel to $\mathbf{u}_{j}-\mathbf{u}_{i}$, and so wit can be written as $S_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)$. Newton's Third Law implies that $S_{i j}=S_{j i}$. The stress on an edge can be zero, negative or positive. A positive stress pulls each endpoint in the direction of the other, a negative stress pushes them apart. Equation 14.1) means that every node is in equilibrium. The framework is stressed, if it carries a not-identically-zero equilibrium stress, and stress-free otherwise.

Let us emphasize the importance of the symmetry $S_{i j}=S_{j i}$. Without this, equations (14.1) would be independent for different nodes $i$, and a nonzero stress would simply mean that at least one node and its neighbors are affine dependent.

We can arrange a stress on the given framework into a matrix $S \in \mathbb{R}^{V \times V}$, where $S_{i j}=0$ if $i j \in \bar{E}$, and the diagonal entries are defined by

$$
\begin{equation*}
S_{i i}=-\sum_{k \in N(i)} S_{i k} \tag{14.2}
\end{equation*}
$$

(so that each row-sum is zero). This matrix is symmetric. Combining the vectors $\mathbf{u}_{i}$ into a $d \times V$ matrix $U$, the definition of a stress and the definition of the diagonal entries can be expressed as

$$
\begin{equation*}
U S=0 \quad \text { and } \quad \mathbb{1}^{\top} S=0 \tag{14.3}
\end{equation*}
$$

If the representation is affinely full-dimensional, then the vector $\mathbb{1}$ and the rows of $U$ are $d+1$ linearly independent vectors in the nullspace of $S$, giving an upper bound on its corank:

$$
\begin{equation*}
\operatorname{cork}(S) \geq d+1 \tag{14.4}
\end{equation*}
$$

In a rubber band representation, the strengths of the edges "almost" form a stress: 14.1 holds for all nodes that are not nailed. In this language, Exercise 3.5 says the following: Every rubber band representation of a simple 3-connected planar graph with an infinite triangular country has a stress that is 1 on the internal edges and negative on the boundary edges.


Figure 14.1. (a) A framework consisting of a square with diagonals and a stress on it. Simple edges represent positive stress values (pulling), double edges represent negative ones. (b) Stress on a "general" quadrilateral. The intersection point of the diagonals divides them in the ratio of $\beta: \delta$ and $\alpha: \gamma$, respectively. (c) Stress from a rubber band representation: 1 on the interior edges, negative on the boundary edges.

Every stress on a framework $(G, \mathbf{u})$ defines a $G$-matrix. Clearly stresses on a given graph $G$ with a given vector-labeling $\mathbf{u}$ form a linear space, which we can consider as a space $\operatorname{Str}_{G, \mathbf{u}} \subseteq \mathbb{R}^{E}$.

For this chapter and the next, we assume that the graphs we consider have no isolated nodes; this excludes some trivial complications here and there.
14.1.1. Stability and the spectrum of the stress matrix. Consider a framework with a stress $S$ on the edges. As before, we consider $S$ as a symmetric matrix, whose diagonal entries are defined by $\sqrt{14.2}$, so that $\sqrt{14.3}$ holds. Let us interpret the edges as rubber bands and springs, where rubber bands correspond to positive stresses and springs correspond to negative stresses. The stress $S_{i j}$ describes the strength of the edge $i j$. The definition of a stress means that the framework is in equilibrium. Is this equilibrium stable? In other words, can we move the nodes so as to decrease the energy of the framework?

For any vector labeling $\mathbf{u}$, and stresses $S_{i j}$, define the energy as

$$
\mathcal{E}(u)=\sum_{i j \in E} S_{i j}\left|\mathbf{u}_{j}-\mathbf{u}_{i}\right|^{2}
$$

If the equilibrium condition 14.1 holds, then

$$
\begin{equation*}
\mathcal{E}(\mathbf{u})=\sum_{i j \in E} S_{i j}\left|\mathbf{u}_{j}-\mathbf{u}_{i}\right|^{2}=-\sum_{i} \sum_{j \in N(i)} S_{i j} \mathbf{u}_{i}^{\top}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)=0 \tag{14.5}
\end{equation*}
$$

A similar computation gives more. Suppose that we move each node $i$ to a new position $\mathbf{u}_{i}+\mathbf{v}_{i}$; then the energy of the new framework is

$$
\mathcal{E}(\mathbf{u}+\mathbf{v})=\sum_{i j \in E} S_{i j}\left|\mathbf{u}_{j}-\mathbf{u}_{i}\right|^{2}+\sum_{i j \in E} S_{i j}\left|\mathbf{v}_{j}-\mathbf{v}_{i}\right|^{2}+2 \sum_{i j \in E} S_{i j}\left(\mathbf{v}_{j}-\mathbf{v}_{i}\right)^{\top}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)
$$

Using the equilibrium condition, we see that the last term vanishes:

$$
\begin{aligned}
& 2 \sum_{i j \in E} S_{i j}\left(\mathbf{v}_{j}-\mathbf{v}_{i}\right)^{\top}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right) \\
& \quad=\sum_{i} \sum_{j \in N(i)} S_{i j} \mathbf{v}_{i}^{\top}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)+\sum_{j} \sum_{i \in N(j)} S_{i j} \mathbf{v}_{j}^{\top}\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)=0
\end{aligned}
$$

Thus we get that if in position $\mathbf{u}$ the framework is in equilibrium, then

$$
\begin{equation*}
\mathcal{E}(\mathbf{u}+\mathbf{v})=\mathcal{E}(\mathbf{v}) \tag{14.6}
\end{equation*}
$$

It follows that the framework is in stable equilibrium if and only if $\mathcal{E}(\mathbf{v}) \geq 0$ for every assignment of vectors $\mathbf{v}_{i}$ to the nodes. It is easy to check that for every vector $x \in \mathbb{R}^{V}$,

$$
x^{\top} S x=-\sum_{i j \in E} S_{i j}\left(x_{i}-x_{j}\right)^{2}
$$

Thus $\mathcal{E}(\mathbf{v}) \geq 0$ for every vector labeling $\mathbf{v}$ if and only if $S$ is negative semidefinite. To sum up,

Proposition 14.1. A framework $(G, \mathbf{u})$ in $\mathbb{R}^{d}$ with stress matrix $S$ is in stable equilibrium if and only if it is in equilibrium and $S$ is negative semidefinite.

Notice that if $S$ is a stress on a framework, then so is $-S$; but if $S \neq 0$ is stable, then $-S$ is not stable, since the negation of a negative semidefinite nonzero matrix is never negative semidefinite.

Let $S$ be a negative semidefinite $G$-matrix with zero row sums (and column sums). Then the corresponding energy function satisfies

$$
\mathcal{E}(\mathbf{u})=\sum_{i, j} S_{i j}\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|^{2}=\sum_{i, j} S_{i j}\left|\mathbf{u}_{i}\right|^{2}+\sum_{i, j} S_{i j}\left|\mathbf{u}_{i}\right|^{2}-2 \sum_{i, j} S_{i j} \mathbf{u}_{i}^{\top} \mathbf{u}_{j}
$$

The first two terms are zero, and hence $\mathcal{E}(\mathbf{u}) \geq 0$; furthermore, equality holds if and only if $\sum_{j} S_{i j} \mathbf{u}_{j}=0$ for every node $i$. This is clearly equivalent to saying that $S$ is a stress on $(G, \mathbf{u})$.

A further consequence of equation 14.6 characterizes equilibrium positions as stationary positions for the energy function (cf. Exercise 14.5).
14.1.2. Stresses on convex polygons. We study planar frameworks that consist of a convex polygon and some of its diagonals.

Example 14.2. Let us consider the first nontrivial case, the complete graph $K_{4}$ represented in the plane by the vertices of a convex quadrilateral $P$. This framework must carry a stress; if we delete an edge, and realize the remaining edges by rigid bars, then we get a rigid framework, so if we put back the edge as a rubber band, the geometry does not change. This means that the force with which this last edge acts must be counterbalanced by forces acting along the other edges, which yields a stress $S$. (This stress is explicitly computed in Figure 14.1.)

The equilibrium condition (14.1) implies that if $S$ is positive on one of the boundary edges, then it must be positive on all other boundary edges, and negative on the diagonals. This implies that the stress is uniquely determined up to scaling (from two essentially different equilibrium stresses we could create one that is zero on one edge but not all by taking linear combination). By (14.4), the rank of $S$ is 1. It is not hard to see that the sum of stresses on the three edges incident with a given node is positive, so the diagonal entries are negative. This implies that the one nonzero eigenvalue of $S$ is negative. Thus $S$ is negative semidefinite.

It is clear that if a framework consisting of a convex polygon and it carries a nowhere-zero stress, then every vertex must be incident with a diagonal (else, the forces acting along the two edges incident with this node could not be in equilibrium). The following lemma generalizes this observation for stresses with a specific signature (see Figure 14.2).

Lemma 14.3. Let $(G, \mathbf{u})$ be a framework in the plane consisting of a convex polygon and some of its diagonals, which carries a stress that is positive on the boundary edges and negative on the diagonals. Then $G$ is 3 -connected.

Proof. Suppose that $G$ can be separated as $G=G_{1} \cup G_{2}$, where $V\left(G_{1}\right) \cap$ $V\left(G_{2}\right)=\{a, b\}$. One boundary edge incident with $a$ belongs to $G_{1}$, the other belongs to $G_{2}$; indeed, if both belong to (say) $G_{1}$, then the whole boundary belongs to $G_{1}$ (walking around we cannot switch from $G_{1}$ to $G_{2}$ and back), and hence the only diagonal belonging to $G_{2}$ is $a b$, but this is not a proper 2-separation.

Let $a c$ be a boundary edge belonging to $G_{1}$, and let $F$ be the force with which $G_{1}$ acts on the point $\mathbf{u}_{a}$ (Figure 14.3 (a)). Since $a$ is in equilibrium, $G_{2}$ acts on $\mathbf{u}_{a}$ with a force of $-F$. The moment of $F$ relative to the point $\mathbf{u}_{b}$ must be zero, since the other forces acting on $G_{2}$ act at $\mathbf{u}_{b}$. So $F$ is parallel to $\mathbf{u}_{b}-\mathbf{u}_{a}$. We may assume that $F$ points from $\mathbf{u}_{a}$ in the direction of $\mathbf{u}_{b}$ (else, we can interchange the roles of $G_{1}$ and $G_{2}$ ).


Figure 14.2. Structure (a) carries a nowhere-zero stress in the plane, positive on the edges of the polygon, but negative on the diagonals (see the proof of Theorem 14.4). Structures (b) and (c) carry no such stress. In the case of (b), the rightmost edge could pull its endpoints closer without changing the length of any other edge. For both of (b) and (c), Lemma 14.3 implies this, since they are not 3 -connected.

Let $e$ be a line through $\mathbf{u}_{a}$ separating $\mathbf{u}_{c}$ from the other vertices of $P$. Then all the forces $S_{i a}\left(\mathbf{u}_{i}-\mathbf{u}_{a}\right)$, where $i \in V\left(G_{1}\right)$, point to one side of $e$ (due to the assumption about the signs of the stresses $S_{i}$ ). This means that their sum, $F$, cannot point in the direction of $\mathbf{u}_{b}$, a contradiction.


Figure 14.3. (a) A convex polygon with positive stress on the edges and negative stress on some diagonals cannot have a 2 separation. (b) Such a stress must have corank 3.

Now we are able to prove the following important theorem on stresses on convex polygons Connelly 1982:

Theorem 14.4. Let $(G, \mathbf{u})$ be a framework in $\mathbb{R}^{2}$ whose nodes are the vertices of a convex polygon $P$; its edges are the edges of $P$ and some diagonals of $P$. Suppose that $G$ has a stress $S$ that is positive on the boundary edges and negative on the diagonals. Then $S$ is negative semidefinite and has corank 3 .

Proof. The proof consists of three main steps.

Claim 1. The corank of $S$ is 3.
We have seen already that it is at least 3 . Suppose that there is a vector $x$ in the nullspace of $S$ that is linearly independent from the coordinate functions and the vector $\mathbb{1}$. Consider the 3 -dimensional vector labeling

$$
i \mapsto \mathbf{v}_{i}=\binom{\mathbf{u}_{i}}{x_{i}} \quad(i \in V) .
$$

Our choice of $x$ implies that the vectors $\mathbf{v}_{i}$ are not contained in a plane (Figure 14.3 (b)). Thus their convex hull is a 3 -polytope $Q$. The stress $S$ will be a stress on the 3-dimensional framework $(G, \mathbf{v})$.

Projecting $Q$ to the plane of the first two coordinates, we get the polygon $P$. Every vertex of $P$ is the projection of a unique vertex of $Q$. The polytope $Q$ must have an edge $e$ connecting vertices $\mathbf{v}_{a}$ and $\mathbf{v}_{b}$ that projects onto a proper diagonal of $P$ (not necessarily onto an edge of $G$ ). Nodes $a$ and $b$ split the boundary of $P$ into two $\operatorname{arcs} A$ and $A^{\prime}$.

All outside forces acting on $A$ come from (a) diagonals connecting the interior of $A$ to the interior of $A^{\prime}$, or (b) from edges of $G$ incident with $i$ or $j$. Every force of type (a) tries to rotate $A$ about the edge $\left(\mathbf{u}_{a}, \mathbf{u}_{b}\right)$ in the same direction; forces of type (b) have no moment relative to this axis. Since there is at least one diagonal of type (a) by Lemma 14.3 , the framework cannot be in equilibrium. This contradiction proves Claim 1.

Claim 2. There is at least one graph $G^{\prime}=\left(V, E^{\prime}\right)$ and a stress $S^{\prime}$ on $\left(G^{\prime}, \mathbf{u}\right)$ such that $S^{\prime}$ is positive on the edges of $P$, negative on the diagonal edges, and negative semidefinite.

Let $K_{n}$ be the complete graph on $[n]$, where $i$ is labeled by the vector $\mathbf{u}_{i}$. For any three consecutive vertices $\mathbf{u}_{i}, \mathbf{u}_{i+1}, \mathbf{u}_{i+2}(2 \leq i \leq n-2)$, consider a stress $S_{i}$ on the complete 4 -graph with vertices $\mathbf{u}_{1}, \mathbf{u}_{i}, \mathbf{u}_{i+1}, \mathbf{u}_{i+2}$, that is positive on the edges of the quadrilateral and negative on the diagonals (as in Example 14.2). We can consider $S_{i}$ as a stress on $\left(K_{n}, \mathbf{u}\right)$. The sum of these stresses $S_{i}$ gives a stress that is positive on the edges of $P$, negative on diagonals connecting second neighbors along the arc from 2 to $n$, and zero on the other diagonals-except for those diagonals incident with node 1 . We can scale these stresses before adding them up, and we are going to scale them so that their sum is zero on all diagonals incident with 1 except $(1, n-1)$. We start with $S_{2}$; then we scale $S_{3}$ so that adding $S_{3}$ kills the stress on $(1,3)$. Then we add an appropriately scaled version of $S_{4}$ to kill the stress on $(1,4)$ etc. This way we can kill all the stresses on diagonals from 1 except on (1, $n-1$ ) (Figure 14.4).

But we have to prove that we scale with positive numbers! We prove this by induction on $i=3,4, \ldots$ Consider the stress $S_{i}^{\prime}=S_{2}+S_{3}+\ldots S_{i-1}$. This is negative on the boundary edges of the convex polygon $\left(\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{i+1}\right)$, and zero on the diagonals incident with 1 except for $(1, i)$. Since $\mathbf{u}_{1}$ is in equilibrium, $S_{i}^{\prime}$ must be negative on $(1, i)$. So to kill the stress on $(1, i)$, we must add a positive multiple if $S_{i}$. This proves Claim 2.

Claim 3. $S$ is negative semidefinite.
We know that there is another graph $G^{\prime}$ on $V(P)$ whose edges are the edges of $P$ and some set of diagonals of $P$, that has a stress $S^{\prime}$ that is positive on the boundary edges and negative on the diagonals, and that is negative semidefinite.


Figure 14.4. Making the stress zero on all but one diagonals from node 1.

The matrices $S_{t}=t S+(1-t) S^{\prime}(0 \leq t \leq 1)$ are stresses on the graph $G \cup G^{\prime}$, of the type in the theorem. By Claim 1, they all have corank 3.

Since the eigenvalues are continuous functions of the matrix, the sets

$$
\begin{aligned}
& A=\left\{t: S_{t} \text { negative semidefinite }\right\} \\
& B=\left\{t: S_{t} \text { has } \geq 4 \text { nonnegative eigenvalues }\right\}
\end{aligned}
$$

are closed and their union is $[0,1]$. They are also disjoint, since a matrix in both of them would have corank 4 . So one of them is empty; since $0 \in A$, it follows that $1 \in A$, and so $S=S_{1}$ is negative semidefinite. This completes the proof of the theorem.
14.1.3. Stresses on convex polytopes. Let us move up to the 3 dimensional space. An important result about stresses is a classic indeed: it was proved by Cauchy in 1822.

Theorem 14.5. The skeleton of a 3-polytope carries no nonzero stress.
Proof. Suppose that the edges of a convex polytope $P$ carry a nonzero stress $S$. Let $G^{\prime}$ be the subgraph of its skeleton formed by those edges which have a nonzero stress, together with the vertices they are incident with. As in Figure 14.5 , we draw an edge $i j$ of $G^{\prime}$ solid, if $S_{i j}>0$, and dashed if $S_{i j}<0$. Edges of $P$ with zero stress are dotted.


Figure 14.5. Why a polytope with an equilibrium stress cannot have a "quiet" node.

The graph $G^{\prime}$ is planar, and in fact it comes embedded in the surface of $P$, which is homeomorphic to the sphere. By Lemma 2.3, $G^{\prime}$ has a "quiet" node $i$, such that the solid edges (and then also the dashed edges) incident with $i$ are consecutive in the given embedding of $G^{\prime}$. This implies that we can find a plane $\Sigma$ through $\mathbf{u}_{i}$ which separates (in their embedding on the surface of $P$ ) the solid and dashed edges incident with $i$. Let e be the normal unit vector of $\Sigma$ pointing in the halfspace which contains the solid edges. Then for every solid edge $i j$ we have $\mathbf{e}^{\boldsymbol{\top}}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)>0$, and for every dashed edge $i j$ we have $\mathbf{e}^{\boldsymbol{\top}}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)<0$. This means that we have $S_{i j} \mathbf{e}^{\top}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)>0$ for every edge $i j$ of $G^{\prime}$. Also by definition, we have $S_{i j} \mathbf{e}^{\top}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)=0$ for the dotted edges. Since $i$ is a node of $G^{\prime}$ and hence it is incident with at least one edge with nonzero stress, we have

$$
\sum_{j \in N(i)} S_{i j} \mathbf{e}^{\mathrm{\top}}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)>0
$$

But

$$
\sum_{j \in N(i)} S_{i j} \mathbf{e}^{\top}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)=\mathbf{e}^{\top}\left(\sum_{j \in N(i)} S_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)\right)=0
$$

by the definition of a stress, a contradiction.

The most interesting consequence of Cauchy's Theorem is that if we make a convex polyhedron out of cardboard, then it will be rigid (see Section 15.2).

### 14.2. Braced stresses

Let $G$ be a simple graph, and let $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ be a vector-labeling of $G$. We say that a function $S: E \rightarrow \mathbb{R}$ is a braced stress on $(G, \mathbf{u})$, if there are appropriate values $S_{i i} \in \mathbb{R}$ such that for every node $i$,

$$
\begin{equation*}
S_{i i} \mathbf{u}_{i}+\sum_{j \in N(i)} S_{i j} \mathbf{u}_{j}=0 \tag{14.7}
\end{equation*}
$$

As before, we define $S_{i j}=0$ for $i j \in \bar{E}$, to get a symmetric $G$-matrix $S$, so that we have the equation

$$
\begin{equation*}
U S=0 \tag{14.8}
\end{equation*}
$$

(where $U$ is the matrix whose columns give the vector-labeling $\mathbf{u}$ ). It follows that if the labeling vectors span the space $\mathbb{R}^{d}$ linearly, then the corank of the matrix $S$ is at least $d$.

Clearly "proper" stresses are special braced stresses: if $S$ is a stress on $(G, \mathbf{u})$, then

$$
\sum_{j \in N(i)} S_{i j} \mathbf{u}_{j}=\left(\sum_{j \in N(i)} S_{i j}\right) \mathbf{u}_{i}
$$

The name "braced stress" can be explained by the following physical interpretation of (14.7): We add a new node 0 at position $\mathbf{u}_{0}=0$ to $G$, and connect it to every old node, to get a graph $G^{\prime}$ (Figure 14.6). We define a new (proper) stress
$S^{\prime}$ by

$$
\begin{aligned}
& S_{i j}^{\prime}=S_{i j}, \quad(i, j \in V, i \neq j), \\
& S_{i 0}^{\prime}=S_{0 i}^{\prime}=S_{i i}, \quad(i \in V), \\
& S_{i i}^{\prime}=-\sum_{k \in\{i\} \cup N(i)} S_{i k}, \quad(i \in V \cup\{0\}) .
\end{aligned}
$$

Then $S^{\prime}$ will be a stress on the edges of this representation of $G^{\prime}$ : the equilibrium condition at the old nodes is satisfied by the definition of $S$, and this easily implies that it is also satisfied at the new node.


Figure 14.6. Rubber band representations of the octahedron graph, framed and braced.

In the case when all stresses (on the original edges) have the same sign, we can imagine this framework as follows: the old edges are strings or rubber bands of appropriate strength, the new edges are rods attached to the origin, and the whole framework is in equilibrium.

Remark 14.6. We can study equation 14.8 from two different points of view: either we are given the vector-labeling $U$, and want to understand which $G$-matrices $M$ satisfy it; this has lead us to "stresses", the main topic of this chapter. Or we can fix $M$ and ask for properties of the vector-labelings that satisfy it; this will lead us to "nullspace representations", which will be important tools in Chapter 16. (It is perhaps needless to say that these two points of view cannot be strictly separated.)

Remark 14.7. Sometimes we consider a version where instead of 14.1, we assume that

$$
\begin{equation*}
\sum_{j \in N(i)} S_{i j} \mathbf{u}_{j}=0 \tag{14.9}
\end{equation*}
$$

Such an assignment is called a homogeneous stress. Thus we have defined three kinds of stress matrices: "ordinary", braced, and homogeneous. Each of these versions can be described by a $G$-matrix satisfying the stress equation $U S=0$. Homogeneous stress matrices are those that, in addition, have 0's in their diagonal. "Ordinary" stress matrices have zero row and column sums. "Ordinary" stresses remain stresses when the geometric representation is translated, but homogeneous and braced stresses do not have this property.

### 14.3. Discrete Nodal Theorems

The model for the main results in this section is the Nodal Theorem of Courant. Informally, this theorem states that the support of an eigenfunction of Laplacianlike operators on a bounded domain, belonging to the $k$-th smallest eigenvalue, has at most $k$ connected components. We'll see that this result about partial differential equations has very natural and useful analogues for graphs.
14.3.1. Eigenvectors of well-signed $G$-matrices. Let us fix a connected graph $G$, let $M$ be a well-signed $G$-matrix of corank $d$. We study the spectrum of $M$, starting with an easy observation. The Perron-Frobenius Theorem easily implies the following fact:

Lemma 14.8. The smallest eigenvalue of $M$ has multiplicity 1 , and all entries of the corresponding eigenvector have the same sign.

Proof. For an appropriately large constant $C>0$, the matrix $C I-M$ is nonnegative and irreducible. Hence it follows from the Perron-Frobenius Theorem that the largest eigenvalue of $C I-M$ has multiplicity 1 , and all entries of the corresponding eigenvector have the same sign. This implies that the same holds for the smallest eigenvalue of $M$.

Turning to the second smallest eigenvalue, we may assume that it is 0 (this can be achieved by adding an appropriate constant to the diagonal, which changes neither the order and multiplicities of the eigenvalues nor the eigenvectors).

A key lemma concerning well-signed $G$-matrices, which can be considered as a discrete version of Courant's Nodal Theorem, was proved in van der Holst 1995. Subsequently, various new versions and generalizations of this lemma were obtained; see van der Holst et al. 1995b, van der Holst et al. 1999, Lovász-Schrijver 1999, Colin de Verdière 1998b, Davies-Gladwell-Leytold 2001, Duval-Reiner 1999], Lin et al. 2010.

In its simplest form, the Discrete Nodal Theorem says that if the second smallest eigenvalue of a well-signed G-matrix has multiplicity 1, then the positive and negative supports of the corresponding eigenvector induce connected subgraphs. This does not remain true, unfortunately, if the eigenvalue has multiplicity larger than 1 (and this will be an important situation for us):

Example 14.9 (Claw). Consider the graph $G=K_{1,3}$ (the 3 -star or "claw"), and the following well-signed $G$-matrix:

$$
M=\left(\begin{array}{cccc}
2 & -1 & -1 & -1 \\
-1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right)
$$

This matrix has eigenvalues $(-1,0,0,3)$, and its nullspace consists of all vectors of the form $(0, x, y, z)^{\top}$, where $x+y+z=0$. So for most vectors in the nullspace, either the positive or negative support consists of two nonadjacent nodes, and so it is disconnected. Note, however, that those vectors in the nullspace with minimal support look like $(0,0, x,-x)$, for which both the positive and negative supports are connected in a trivial way.

However, these exceptional eigenvectors have a very specific form, which we describe in detail for the purposes of later applications. Some simpler conditions that exclude these exceptions are stated as corollaries.
Theorem 14.10 (Discrete Nodal Theorem). Let $G$ be a connected graph, let $M$ be a well-signed $G$-matrix with one negative eigenvalue, and let $0 \neq x \in \operatorname{Ker}(M)$. Let $N_{x}=\left\{i \in V: x_{i}=0\right\}$. Then the sets $\operatorname{supp}_{+}(x)$ and $\operatorname{supp}_{-}(x)$ are nonempty, and either
(i) both graphs $G\left[\operatorname{supp}_{+}(x)\right]$ and $G\left[\operatorname{supp}_{-}(x)\right]$ are connected, or
(ii) $G[\operatorname{supp}(x)]$ has connected components $H_{1}, \ldots, H_{k}(3 \leq k \leq \operatorname{cork}(M)+1)$, each of which is contained in either $\operatorname{supp}_{+}(x)$ or $\operatorname{supp}_{-}(x)$. Furthermore, if $z_{i}$ denotes the restriction of $x$ onto $H_{i}$, extended by 0 's so that it is a vector in $\mathbb{R}^{V}$, then $\operatorname{supp}\left(M z_{i}\right) \subseteq N_{x}$ and $M z_{i} \| M z_{j}$ for all $1 \leq i \leq j \leq k$.

For the graph structure it follows that $N\left(H_{i}\right) \backslash V\left(H_{i}\right)$ is the same subset of $N_{x}$, independently of $i$.

Proof. By the Perron-Frobenius Theorem, $M$ has a positive eigenvector $y$ belonging to the negative eigenvalue. From the orthogonality relation $y^{\top} x=0$, it follows that the sets $\operatorname{supp}_{+}(x)$ and $\operatorname{supp}_{-}(x)$ are nonempty. Suppose that at least one of them, say $\operatorname{supp}_{+}(x)$, induces a disconnected graph. Let $H_{1}, \ldots, H_{a}$ and $H_{a+1}, \ldots, H_{k}$ be the connected components of $\operatorname{supp}_{+}(x)$ and supp_( $x$ ), respectively, then $a \geq 2$ and $k \geq 3$. Clearly $z_{i} \geq 0$ for $i \leq a, z_{i} \leq 0$ for $i>a, z_{1}, \ldots, z_{k}$ are linearly independent, and $x=\sum_{i} z_{i}$. Let $Z=\left(z_{1}, \ldots, z_{k}\right) \in \mathbb{R}^{V \times k}$.

The main step in the proof is to understand the symmetric $k \times k$ matrix $A=$ $Z^{\top} M Z$. (It will turn out that $A=0$.) It is easy to figure out the signs of the entries of $A$. Clearly $A_{i j}=z_{i}^{\top} M z_{j}=0$ for $1 \leq i<j \leq a$ and $a+1 \leq i<j \leq k$, since there is no edge between $V\left(H_{i}\right)$ and $V\left(H_{j}\right)$ in this case. We have $A_{i j}=z_{i}^{\top} M z_{j} \geq 0$ for $1 \leq i \leq a<j \leq k$, since $M_{u v} \leq 0$ and $x_{u} x_{v}<0$ for $u \in V\left(H_{i}\right), v \in V\left(H_{j}\right)$ in this case. Furthermore, $\sum_{j} z_{i}^{\top} M z_{j}=z_{i}^{\top} M x=0$, and hence $A_{i i}=z_{i}^{\top} M z_{i} \leq 0$ for each $1 \leq i \leq k$.

To sum up, $A$ has nonpositive diagonal, nonnegative entries off the diagonal, and zero row-sums. Thus the matrix $-A$ is diagonally dominant, and hence positive semidefinite, which implies that $A$ is negative semidefinite. By the Inertia Theorem, the number of nonpositive eigenvalues of $A$ is not larger than the number of nonpositive eigenvalues of $M$, and hence $k \leq d+1$.

Let $1 \leq i<j \leq a$, and consider the vector $w=\left(z_{j}^{\top} y\right) z_{i}-\left(z_{i}^{\top} y\right) z_{j}$. Clearly $w \neq 0$, but $w^{\top} y=0$. Hence $w$ is a linear combination of eigenvectors belonging to the nonnegative eigenvalues, and so $w^{\top} M w \geq 0$. On the other hand, using that $A$ is negative semidefinite,

$$
w^{\top} M w=A_{i i}\left(z_{j}^{\top} y\right)^{2}-2 A_{i j}\left(z_{i}^{\top} y\right)\left(z_{j}^{\top} y\right)+A_{j j}\left(z_{i}^{\top} y\right)^{2} \leq 0
$$

This implies that $w^{\top} M w=0$, and so $w$ is a linear combination of eigenvectors belonging to the zero eigenvalues; this means that $M w=0$. Hence $M z_{i} \| M z_{j}$, and $\operatorname{so} \operatorname{supp}\left(M z_{i}\right)=\operatorname{supp}\left(M z_{j}\right)$.

Let $U$ denote this common support. Since there is no edge connecting $H_{1}$ and $H_{2}$, the set $U=\operatorname{supp}\left(M z_{1}\right)$ is disjoint from $H_{2}$, and similarly $U \cap V\left(H_{i}\right)=\emptyset$ for $1 \leq i \leq a$. But this also implies that $U \cap V\left(H_{j}\right)=\emptyset$ for $a+1 \leq j \leq k$ : else, there would be an edge connecting $H_{j}(j>a)$ and $H_{1}$, showing that $U=\operatorname{supp}\left(M z_{j}\right)$ contains a node of $H_{1}$.

We note that if, in addition, $M$ has the Strong Arnold Property, then $k=3$ in (ii) of Theorem 14.10. Indeed, if $k \geq 4$, then $u=\left(z_{2}^{\top} y\right) z_{1}-\left(z_{1}^{\top} y\right) z_{2}$ and $w=$ $\left(z_{3}^{\top} y\right) z_{4}-\left(z_{4}^{\top} y\right) z_{3}$ are vectors in the nullspace of $M$ with disjoint supports, and no edge connects their supports. This contradicts Lemma 10.26

The following corollary states some conditions under which the awkward possibility (ii) can be excluded, facilitating an easier application of the lemma.
Corollary 14.11. Let $G$ be a connected graph, let $M$ be a well-signed $G$-matrix with one negative eigenvalue, and let $x \in \operatorname{Ker}(M), x \neq 0$.. Assume that one of the following conditions hold:
(a) $x$ has minimal support among all nonzero vectors in $\operatorname{Ker}(M)$;
(b) $x$ has full support;
(c) $G$ is a 3-connected planar graph.

Then $G\left[\operatorname{supp}_{+}(x)\right]$ and $G\left[\operatorname{supp}_{-}(x)\right]$ are nonempty connected subgraphs.
Proof. It is straightforward to see that case (ii) in Theorem 14.10 cannot occur under conditions (a) or (b). Suppose that (c) holds and alternative (ii) occurs. Since $V_{0}=N\left(V\left(H_{i}\right)\right) \backslash V\left(H_{i}\right)$ is a cutset, we have $\left|V_{0}\right| \geq 3$. Contracting each $H_{i}$ to a single node, we get a minor containing $K_{3,3}$, which is impossible as $G$ is planar.

Some further versions of this lemma are stated in Exercises 14.10 14.11.
We can re-state the nodal lemma in a geometric form (see Figure 14.7). Let $M$ be a well-signed $G$-matrix with one negative eigenvalue, let $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ be a nullspace representation belonging to $M$, and $U$, the corresponding matrix. The nullspace of $M$ consists of all vectors of the form $U^{\top} \mathbf{s}$, where $\mathbf{s} \in \mathbb{R}^{d}$.


Figure 14.7. Two possibilities how the nullspace representation of a connected graph can be partitioned by a hyperplane through the origin.

Let $H$ be a linear hyperplane in $\mathbb{R}^{d}$. We denote by $V_{0}, V^{+}$and $V^{-}$the set of nodes represented by vectors on $H$, on one side of $H$, and on the other side of $H$, respectively. In terms of the vector $x=U \mathbf{s}$ in the nullspace of $M$, where $\mathbf{s}$ is a normal vector of $H$, we have $V^{+}=\operatorname{supp}_{+}(x)$ etc. So it follows that $V^{+}$and $V^{-}$ are nonempty, and "usually" induce connected subgraphs.

In the exceptional case when one of $G\left[V^{+}\right]$and $G\left[V^{-}\right]$is disconnected, no edge connects $V^{+}$and $V^{-}$. As further geometric information, there is a subspace $S \subseteq H$
of dimension $d-2$, and there are open half-hyperplanes $T_{1}, \ldots, T_{k}(k \geq 3)$ with boundary $S$, so that

- all nodes in $V_{0}$, and only those, are represented in $S$, and these vectors generate $S$;
- the nodes represented in $T_{i}$ induce a connected subgraph $H_{i}$;
- all neighbors of $H_{i}$ outside $H_{i}$ belong to $V_{0}$;
- every node in $V_{0}$ is connected either to every $H_{i}$, or to none of them.

Let us rotate the hyperplane $H$ about the subspace $S$. In each position, both halfspaces bounded by $H$ will contain at least one of the half-hyperplanes $T_{i}$, and so they can never contain all of them. In each position where one of these halfspaces contains at least two of the half-hyperplanes $T_{i}$ we get an exceptional case. This gives the following geometric descriptions of the two cases covered by Corollary 14.11 the subspace $H$ is linearly spanned by some of the vectors $\mathbf{u}_{i} ; H$ does not contain any of the vectors $\mathbf{u}_{i}$.

As a further application of the Discrete Nodal Theorem, we prove a fact that will be important in several chapters of this book.

Theorem 14.12. Let $G$ be a 3-connected planar graph and let $M$ be a well-signed $G$-matrix with exactly one negative eigenvalue. Then $\operatorname{cork}(M) \leq 3$.

Proof. Suppose not. Let $a_{1}, a_{2}$ and $a_{3}$ be three nodes of the same country (say, the unbounded country), then there is a nonzero vector $x=\left(x_{i}: i \in V\right)$ such that $M x=0$ and $x_{a_{1}}=x_{a_{2}}=x_{a_{3}}=0$. We may assume that $x$ has minimal support.

By 3 -connectivity, there are three paths $P_{i}$ connecting the support $S$ of $\mathbf{u}$ to $a_{i}$ ( $i=1,2,3$ ), such that they have no node in common except possibly their endpoints $b_{i}$ in $S$. Let $c_{i}$ be a node on $P_{i}$ next to $b_{i}$, then clearly $x_{b_{i}} \neq 0$ but $x_{c_{i}}=0$. From the equation $M x=0$ it follows that $c_{i}$ must have a neighbor $d_{i}$ such that $x_{d_{i}} \neq 0$, and $x_{b_{i}}$ and $x_{d_{i}}$ have opposite signs. We may assume without loss of generality that $x_{b_{i}}>0$ but $x_{d_{i}}<0$ for $i=1,2,3$ (Figure 14.8).


Figure 14.8. Paths connecting three nodes of the unbounded country to the negative and positive supports

Create a new node in the interior of the country $F$ and connect it to $a_{1}, a_{2}$ and $a_{3}$. Using that the positive support $S_{+}$as well as the negative support $S_{-}$of $x$ induce connected subgraphs by Corollary 14.11, we can contract them to single nodes. We get a subdivision of $K_{3,3}$ embedded in the plane, which is impossible.

### 14.4. Braced stresses on polytopes

14.4.1. Existence. In contrast to Cauchy's Theorem 14.5, 3-dimensional polytopes do have braced stresses.
Theorem 14.13. The skeleton of every convex 3-polytope containing the origin in its interior has a braced stress that is positive on every edge of the polytope.

Of course, we could require the braced stress to be negative on all edges.
Proof. Let $P$ be a convex polytope in $\mathbb{R}^{3}$ such that the origin is in the interior of $P$, and let $G$ be the skeleton of $P$. Let $P^{*}$ be its polar, and let $G^{*}=\left(V^{*}, E^{*}\right)$ denote the skeleton of $P^{*}$ (see Figure 14.9).


Figure 14.9. An edge of a polytope and the corresponding edge of its polar.

Let $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ be two adjacent vertices of $P$, and let $\mathbf{w}_{p}$ and $\mathbf{w}_{q}$ be the endpoints of the corresponding edge $p q \in E^{*}$, where the $p$ is on the right of the edge $i j$, oriented from $i$ to $j$, and viewed from outside. Then by the definition of polarity, we have

$$
\mathbf{u}_{i}^{\top} \mathbf{w}_{p}=\mathbf{u}_{i}^{\top} \mathbf{w}_{q}=\mathbf{u}_{j}^{\top} \mathbf{w}_{p}=\mathbf{u}_{j}^{\top} \mathbf{w}_{q}=1
$$

This implies that the vector $\mathbf{w}_{p}-\mathbf{w}_{q}$ is orthogonal to both vectors $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$. Here $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ are not parallel, since they are the endpoints of an edge and the origin is not on this line. Hence $\mathbf{w}_{q}-\mathbf{w}_{p}$ is parallel to the nonzero vector $\mathbf{u}_{i} \times \mathbf{u}_{j}$, and we can write

$$
\begin{equation*}
\mathbf{w}_{q}-\mathbf{w}_{p}=S_{i j}\left(\mathbf{u}_{i} \times \mathbf{u}_{j}\right) \tag{14.10}
\end{equation*}
$$

with some real numbers $S_{i j}$. Clearly $S_{i j}=S_{j i}$ for every edge $i j$, and our choice for the orientation of the edges implies that $S_{i j}>0$.

We claim that the values $S_{i j}$ form a braced stress on $(G, \mathbf{u})$. Let $i \in V$, and consider the vector

$$
\mathbf{u}_{i}^{\prime}=\sum_{j \in N(i)} S_{i j} \mathbf{u}_{j} .
$$

Then

$$
\mathbf{u}_{i} \times \mathbf{u}_{i}^{\prime}=\sum_{j \in N(i)} S_{i j}\left(\mathbf{u}_{i} \times \mathbf{u}_{j}\right)=\sum\left(\mathbf{w}_{q}-\mathbf{w}_{p}\right)
$$

where the last sum extends over all edges $p q$ of the facet of $P^{*}$ corresponding to $i$, oriented counterclockwise. Hence this sum vanishes, and we get that $\mathbf{u}_{i} \times \mathbf{u}_{i}^{\prime}=0$. This means that $\mathbf{u}_{i}$ and $\mathbf{u}_{i}^{\prime}$ are parallel, and there are real numbers $S_{i i}$ such that $\mathbf{u}_{i}^{\prime}=-S_{i i} \mathbf{u}_{i}$. This proves that the values $S_{i j}$ form a braced stress.

We call the special braced stress constructed above the canonical braced stress of the polytope $P$, and denote the corresponding matrix by $S=S_{P}$. We express the canonical stress as

$$
\begin{equation*}
S_{i j}=\frac{\left|\mathbf{w}_{q}-\mathbf{w}_{p}\right|}{\left|\mathbf{u}_{i} \times \mathbf{u}_{j}\right|}=\frac{\left|\mathbf{w}_{q}-\mathbf{w}_{p}\right|}{\left|\mathbf{u}_{i}\right|\left|\mathbf{u}_{j}\right| \sin \measuredangle\left(\mathbf{u}_{i}, \mathbf{u}_{j}\right)} . \tag{14.11}
\end{equation*}
$$

Hence we have a simple geometric interpretation: $S_{i j}$ is the length of the dual edge, divided by twice the area of the triangle formed by the edge and the origin.

Taking the cross product of 14.10 with $\mathbf{w}_{p}$ we get the equation

$$
\begin{equation*}
\mathbf{w}_{q} \times \mathbf{w}_{p}=S_{i j}\left(\left(\mathbf{u}_{i} \times \mathbf{u}_{j}\right) \times \mathbf{w}_{p}\right)=S_{i j}\left(\left(\mathbf{u}_{i}^{\top} \mathbf{w}_{p}\right) \mathbf{u}_{j}-\left(\mathbf{u}_{j}^{\top} \mathbf{w}_{p}\right) \mathbf{u}_{i}\right)=S_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right) . \tag{14.12}
\end{equation*}
$$

This shows that the canonical braced stresses on the edges of the polar polytope are simply the reciprocals of the canonical braced stresses on the original.

The matrix $S_{P}$ depends on the choice of the origin. We can even choose the origin outside $P$, as long as it is not on the plane of any facet. The only step in the argument above that does not remain valid is that the stresses on the edges are positive.

The existence, and these elementary properties, of the canonical braced stress are nice facts in themselves, but we will need to spend some pages on the study of its highly nontrivial properties, after presenting some general results about spectra and eigenvectors we need.
14.4.2. Spectra. Returning to the canonical braced stresses, our main goal is to determine the signs of their eigenvalues, and more generally, the signs of eigenvalues of braced stresses on convex polytopes. To this end, we relate the canonical braced stress matrix to volumes and mixed volumes.

It is not hard to prove (see Exercise 14.7) that the canonical stress matrix and volume are related:

$$
\begin{equation*}
\operatorname{vol}\left(P^{*}\right)=\frac{1}{6} \sum_{i, j} S_{i j} \tag{14.13}
\end{equation*}
$$

This simple identity is not the last word on this issue. Let $P$ be a convex 3-polytope containing the origin in its interior, and let $\mathbf{u}_{i}(i \in V=V(P))$ be its vertices. For $y \in \mathbb{R}^{V}, y>0$, define

$$
Q_{y}=\left\{\mathbf{x} \in \mathbb{R}^{3}: \mathbf{u}_{i}^{\top} \mathbf{x} \leq y_{i} \forall i \in V\right\}
$$

Clearly $Q_{y}$ is a convex 3-polytope, and 0 is in its interior. In particular, $Q_{\mathbb{1}}=P^{*}$. We compute the gradient and Hessian of the function $f(y)=\operatorname{vol}\left(Q_{y}\right)$. (Note that $f$ is not everywhere an analytic function of $y$; it is not analytic at the values of $y$ where $Q_{y}$ has vertices of degree larger than 3. But the proof below will show that it is twice continuously differentiable.)

Let $F_{y}^{i}$ denote the facet of $Q_{y}$ corresponding to $i \in V$. It is easy to see that

$$
\begin{equation*}
\frac{\partial}{\partial y_{i}} f(y)=\frac{\operatorname{area}\left(F_{y}^{i}\right)}{\left|\mathbf{u}_{i}\right|} \tag{14.14}
\end{equation*}
$$

Hence the outer normal of $F_{y}^{i}$ of length $\operatorname{area}\left(F_{y}^{i}\right)$ is

$$
\operatorname{area}\left(F_{y}^{i}\right) \mathbf{u}_{i}^{0}=\frac{\partial}{\partial y_{i}} f(y) \mathbf{u}_{i}
$$

The sum of these outer normals is zero; hence we get the equation

$$
\begin{equation*}
\sum_{i} \frac{\partial}{\partial y_{i}} f(y) \mathbf{u}_{i}=0 \tag{14.15}
\end{equation*}
$$

The next important step is the following equation expressing the canonical stress matrix $S$ as the Hessian of the volume of $Q_{y}$ :

$$
\begin{equation*}
\frac{d^{2}}{d y^{2}} f(\mathbb{1})=S \tag{14.16}
\end{equation*}
$$

To prove identity (14.16), let $H$ denote the matrix on the left. Continuing from (14.14), we want to find

$$
\begin{equation*}
H_{i j}=\frac{\partial^{2}}{\partial y_{i} \partial y_{j}} f(\mathbb{1})=\lim _{t \rightarrow 0} \frac{\operatorname{area}\left(F_{\mathbb{1}+t \mathbf{e}_{j}}^{i}\right)-\operatorname{area}\left(F_{\mathbb{1}}^{i}\right)}{t\left|\mathbf{u}_{i}\right|} \tag{14.17}
\end{equation*}
$$

for $j \neq i$. We consider the case when $t \searrow 0$ (the case of negative values of $t$ is similar). If $j$ is not adjacent to $i$, then $F_{\mathbb{1}+t \mathbf{e}_{j}}^{i}=F_{\mathbb{1}}^{i}$, and so $H_{i j}=0$. Assume that $i j$ is an edge of $P$, and let $p q$ be the corresponding edge in $P^{*}$. The difference in the numerator in 14.17) is the area of a strip along the edge of $F_{\mathbb{1}}^{i}$ connecting $\mathbf{w}_{p}$ and $\mathbf{w}_{q}$. Elementary computation shows that the width of this strip is $t /\left(\left|\mathbf{u}_{j}\right| \sin \measuredangle\left(\mathbf{u}_{i}, \mathbf{u}_{j}\right)\right)$. It follows that

$$
\operatorname{area}\left(F_{\mathbb{1}+t \mathbf{e}_{j}}^{i}\right)-\operatorname{area}\left(F_{\mathbb{1}}^{i}\right)=\frac{t\left|\mathbf{w}_{p}-\mathbf{w}_{q}\right|}{\left|\mathbf{u}_{j}\right| \sin \measuredangle\left(\mathbf{u}_{i}, \mathbf{u}_{j}\right)}+O\left(t^{2}\right)
$$

(The error term $O\left(t^{2}\right)$ comes from the ends of the strip.) Substituting in 14.17) and using 14.11, we get

$$
H_{i j}=\frac{\left|\mathbf{w}_{p}-\mathbf{w}_{q}\right|}{\left|\mathbf{u}_{i}\right|\left|\mathbf{u}_{j}\right| \sin \measuredangle\left(\mathbf{u}_{i}, \mathbf{u}_{j}\right)}=S_{i j} .
$$

So the off-diagonal entries of $H$ and $S$ are the same, and hence $H-S$ is a diagonal matrix. Differentiating with respect to $y_{j}$, we get the equation $\sum_{j} H_{i j} \mathbf{u}_{j}=$ 0 , or more compactly $U H=0$. We know that $U S=0$, and hence $U(H-S)=0$. Since no column of $U$ is 0 , it follows that $H-S=0$. This completes the proof of (14.16).

Our next goal is to relate the canonical stress matrix to the mixed volumes of these polytopes $Q_{y}$ (for the definition and properties of mixed volumes, we refer to Appendix C. 5 and for a presentation of greater depth, to Schneider 1993, in particular Sections 5.1 and 6.3). We call a vector $y \in \mathbb{R}^{V}$ proper, if for every $\mathbf{w} \in \mathbb{R}^{3}$ the faces of $Q_{\mathbb{1}}$ and $Q_{y}$ maximizing the objective function $\mathbf{w}^{\top} \mathbf{x}$ have the same dimension. (This can be phrased as " $Q_{\mathbb{1}}$ and $Q_{y}$ are strongly isomorphic.") If $Q_{\mathbb{1}}$ is simple, then every vector $y$ that is close enough to $\mathbb{1} \in \mathbb{R}^{V}$ is proper. For two proper vectors $y$ and $z$, the vector $\mathbb{1}+s y+t z$ is proper, and

$$
Q_{\mathbb{1}+s y+t z}=Q_{\mathbb{1}}+s Q_{y}+t Q_{z}
$$

(This takes some work to check; see Exercise 14.14.) From this, we can determine the mixed volume $V\left(Q_{\mathbb{1}}, Q_{y}, Q_{z}\right)$. Indeed, by the definition of the mixed volume, the volume of $Q_{\mathbb{1}+s y+t z}$ can be expressed as a polynomial in $s$ and $t$, in which the coefficient of st is $6 V\left(Q_{\mathbb{1}}, Q_{y}, Q_{z}\right)$. On the other hand, 14.16 implies that this coefficient is

$$
\frac{\partial^{2}}{\partial s \partial t} \operatorname{vol}\left(Q_{\mathbb{1}+s y+t z}\right)=y^{\top}\left(\left.\frac{d^{2}}{d x^{2}} \operatorname{vol}\left(Q_{x}\right)\right|_{x=\mathbb{1}}\right) z=y^{\top} S z
$$

Hence

$$
\begin{equation*}
V\left(Q_{\mathbb{1}}, Q_{y}, Q_{z}\right)=\frac{1}{6} y^{\top} S z \tag{14.18}
\end{equation*}
$$

After this preparation, we are able to prove one of the main results in this section, describing the signature of the matrix $S_{P}$ of the canonical braced stress on a 3-polytope $P$.

Proposition 14.14. If $P$ is a 3-polytope containing the origin in its interior, then its canonical stress matrix $S=S_{P}$ has exactly three zero eigenvalues and exactly one positive eigenvalue.

Proof. From the stress equation $U S=0$ (where $U$ is the matrix whose columns are the vertices of $P$ ), it follows that $S$ has at least three zero eigenvalues. By Lemma 14.8, the largest eigenvalue of $S$ is positive with multiplicity 1 . Thus it cannot be the zero eigenvalue, which means that $S$ has at least one positive eigenvalue.

The difficult part of the proof is to show that $S$ has only one positive eigenvalue. We may assume that $P$ is simplicial (every facet is a triangle), since every nonsimplicial polytope can be approximated by simplicial ones, and $S_{P}$ depends continuously on $P$. (It takes some work to make this argument precise; see Exercise 14.13). Then $P^{*}=Q_{\mathbb{1}}$ is simple.

We invoke the Alexandrov-Fenchel Inequality (C.7) for mixed volumes:

$$
V\left(Q_{\mathbb{1}}, Q_{\mathbb{1}}, Q_{y}\right)^{2} \geq V\left(Q_{\mathbb{1}}, Q_{\mathbb{1}}, Q_{\mathbb{1}}\right) V\left(Q_{\mathbb{1}}, Q_{y}, Q_{y}\right)
$$

By 14.18), this gives that

$$
\left(y^{\top} S \mathbb{1}\right)^{2} \geq\left(y^{\top} S y\right)\left(\mathbb{1}^{\top} S \mathbb{1}\right)
$$

for every proper vector $y$. This holds in particular for every vector sufficiently close to $\mathbb{1}$. Choose $y=\mathbb{1}+\varepsilon z$, where $z \in \mathbb{R}^{V}$ is orthogonal to $S \mathbb{1}$ and $\varepsilon>0$ is small enough, then $y^{\top} S \mathbb{1}=\mathbb{1}^{\top} S \mathbb{1}$ and $y^{\top} S y=\mathbb{1}^{\top} S \mathbb{1}+\varepsilon^{2} z^{\top} S z$. Substituting and simplifying, using that $\mathbb{1}^{\top} S \mathbb{1}<0$ by 14.13 , we get that $z^{\top} S z \leq 0$. Since this holds for all vectors in a subspace of dimension $n-1$, it follows that $S$ has at most one positive eigenvalue.

Once we know this, Theorem 14.12 implies that $S$ has exactly three zero eigenvalues.

The previous proposition is a "self-refining" result: by a relatively simple argument (basically, repeating the last step in the proof of Theorem 14.4) it extends to every braced stress.

Theorem 14.15. If $P$ is a convex polytope in $\mathbb{R}^{3}$ containing the origin in its interior, then every braced stress matrix with positive stresses on its skeleton has exactly one positive eigenvalue and exactly three zero eigenvalues.

Proof. It follows just as in the proof of Proposition 14.14 that every braced stress matrix $Q$ with positive values on the edges has at least one positive and at least three zero eigenvalues. Furthermore, if it has exactly one positive eigenvalue, then it has exactly three zero eigenvalues by Theorem 14.12 .

Suppose that $Q$ has more than one positive eigenvalues. The braced stress matrix $S_{P}$ has exactly one. All the matrices $Q_{t}=t S_{P}+(1-t) Q$ are braced stress matrices for the same vector labeling and with positive values on the edges, and
hence they have at least four nonnegative eigenvalues. Since the eigenvalues are continuous functions of the matrix, there is a smallest number $t>0$ for which $Q_{t}$ has at least 5 nonnegative eigenvalues. Then $M_{t}$ must have exactly one positive and at least four zero eigenvalues, contradicting Theorem 14.12 ,

Remark 14.16. Most of our discussion in the last section extends to higher dimensional polytopes. The canonical stress matrix of the skeleton of a polytope can be defined in every dimension. For us, however, only the 3-dimensional case will be relevant.

Exercise 14.1. Prove that a stress matrix of a framework with at least two different vector labels is never well-signed.
Exercise 14.2. Suppose that a framework has a stress. (a) Prove that applying an affine transformation to the positions of the nodes, the framework obtained has a stress. (b) Prove that applying a projective transformation to the positions of the nodes, so that no node is mapped onto an ideal point, the framework obtained has a stress.
Exercise 14.3. Let $P$ be a convex polyhedron in $\mathbb{R}^{3}$, and let $G$ be a planar graph embedded in the surface of $P$, with straight edges. Prove that every stress on $G$ is a sum of stresses, each of which is supported on edges of $G$ on a single face of $P$ Whiteley 1984.

Exercise 14.4. Let $S=\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}\right\} \subseteq \mathbb{R}^{d}$. We say that $S$ is in isotropic position, if $\sum_{i} \mathbf{u}_{i}=0$ and $\sum_{i} \mathbf{u}_{i} \mathbf{u}_{i}^{\top}=I$.
(a) Prove that every finite point set not in an affine hyperplane can be transformed to isotropic position by an appropriate affine transformation.
(b) Let the nodes of $K_{n}$ be labeled by a set $\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}\right\} \subseteq \mathbb{R}^{d}$ in isotropic position. Define $S_{i j}=\mathbf{u}_{i}^{\top} \mathbf{u}_{j}+1 / n(i \neq j)$. Prove that (with appropriate diagonal entries) $S$ defines a stress matrix on ( $K_{n}, \mathbf{u}$ ), and it is negative semidefinite.
Exercise 14.5. Let $(G, \mathbf{u})$ be a rubber-band-and-spring framework, and let $S$ be a $G$-matrix. Prove that $S$ is a stress on $(G, \mathbf{u})$ if and only if changing each position $\mathbf{u}_{i}$ by at most $\varepsilon$, the energy changes by $O\left(\varepsilon^{2}\right)$. Use this assertion to give an alternate argument for the conclusion in the proof of Theorem 14.4

Exercise 14.6. Let $P$ be a simple 3 -polytope (every vertex has degree 3) containing the origin in its interior. Prove that the braced stress on its edges is unique up to scaling.
Exercise 14.7. Let $P$ be a polytope and let $S$ be the canonical stress on $P$. (a) Prove that the volume of the convex hull of the face $i$ of $P^{*}$ and the origin is $\frac{1}{6} \sum_{j} S_{i j}$. (b) Prove identity 14.13).
Exercise 14.8. Let $P$ be a convex polygon in the plane, containing the origin in its interior. (a) Prove that its edges carry a braced stress that is negative on the edges. (b) Find a formula for this stress. (c) Prove that the stress matrix has exactly one negative eigenvalue.
Exercise 14.9. We have seen that the square with diagonals with the stress shown in Figure 14.1 (a) is stable with respect to the positions of the vertices. It is however, very unstable with respect to the stress: if we consider the edges as rubber bands and springs, and change any of their strengths arbitrarily little, it will either collapse or fly off to infinity. If the diagonals are bars (or struts), then changing the strength of any of the rubber bands (representing the edges of the square) by a little amount, changes the equilibrium position only a little.

Exercise 14.10. Let $G$ be a connected graph, let $M$ be a well-signed $G$-matrix with exactly one negative eigenvalue, and let $x \in \mathbb{R}^{V}$ be a vector satisfying $M x<$ 0 . Then supp ${ }^{+}(x)$ is nonempty and induces a connected subgraph of $G$.
Exercise 14.11. Let $G$ be a connected graph, let $M$ be a well-signed $G$-matrix with exactly one negative eigenvalue, and let $x \in \mathbb{R}^{V}$ be a vector satisfying $M x \leq$ 0 . Then supp ${ }^{+}(x)$ is nonempty, and either it induces a connected subgraph of $G$ or there is a subset $S \subset V$, such that $G \backslash S$ has at least two connected components $G_{1}, \ldots, G_{h}$, and there exist nonzero, nonnegative vectors $z_{1}, \ldots, z_{r}, y \in \mathbb{R}^{V}$ such that $\operatorname{supp}\left(x_{i}\right)=S_{i}, \operatorname{supp}(y) \subseteq S, M x_{1}=M x_{2}=\cdots=M x_{r}=-y$, and $x=$ $\sum_{i} \alpha_{i} z_{i}$, where $\sum_{i} \alpha_{i} \geq 0$ and at least two $\alpha_{i}$ are positive.
Exercise 14.12. Let $P$ be a convex polygon in the plane, such that the origin is contained in its exterior, and no edge is collinear with the origin. (a) Prove that its edges carry a braced stress. (b) On which edges is it negative? (c) Prove that (switching the sign of all stress values if necessary) the number of negative eigenvalues is equal to the number of edges of $P$ visible from the origin.
Exercise 14.13. Let $P^{t}(t=0,1,2, \ldots)$ be convex 3-polytopes with vertices $\mathbf{v}_{1}^{t}, \ldots, \mathbf{v}_{n}^{t}$, containing the origin in their interiors. Suppose that $\mathbf{v}_{i}^{t} \rightarrow \mathbf{v}_{i}^{0}$ as $t \rightarrow \infty$ for every $1 \leq i \leq n$. Prove that $S_{P^{t}} \rightarrow S_{P^{0}}$ entry-by-entry.
Exercise 14.14. Let $P$ be a 3 -polytope containing the origin in its interior, and let $y$ and $z$ be proper vectors in the sense of Section 14.4.2. Prove that $y+z$ is proper, and $Q_{y+z}=Q_{y}+Q_{z}$.
Exercise 14.15. If a braced stress on a 3-polytope is nonnegative on every edge (but may be zero), then the corresponding stress matrix has at most one positive eigenvalue.

## CHAPTER 15

## Rigidity and Motions of Frameworks

After the previous, somewhat special and technical chapter, we turn to a practically important as well as graphically inspiring topic, namely rigidity of frameworks. We replace the edges of a graph by rigid bars (instead of rubber bands and springs as before). This way we obtain a physical model related to rubber bands, but more important from the point of view of applications. This topic has a vast literature, dealing with problems in architecture, engineering, robotics, and (replacing the reference to rigid bars by distance measurements) in the theory of sensor networks. We have to restrict ourselves to a few basic results of this rich theory; see e.g. Recski 1989 or Graver-Servatius-Servatius 1993 for more.

In the introduction to the previous chapter we have seen a whole arsenal of physical gadgets that we can imagine in place of the edges: rubber bands, cables, bars, struts and springs. The difference between these with respect to static properties was little (the sign of the stress). We could study dynamic properties of structures composed of any combinations of these, but we will restrict our attention to bar-and-joint frameworks.

We will look at these frameworks with two (slightly) different goals in mind. From one aspect, we specify the locations of the nodes in space (which determines the lengths of the edges geometrically). We then ask whether the resulting framework is rigid. This is the main use of these ideas in architecture: we specify the geometry of the framework and the rigidifying beams, and then want to make sure that the framework does not collapse; we want to compute the forces acting along the beams etc. From the other aspect, we are given the nodes and edges, along with the lengths of the edges, and then we are interested in all possible ways this framework can move. This aspect was very important in the 19th century, in the design of mechanisms (see Example 15.1 ; these days, it is extensively studied for further applications, among others, in the design of robot arms.

Example 15.1 (Peaucellier-Lipkin linkage). Perhaps the first time when frameworks and their motions received a lot of interest came after the discovery of the steam engine and other mechanical devices in the $18^{\text {th }}$ and $19^{\text {th }}$ century. One important goal was to guide a point back and forth on a straight line segment. Figure 15.1 shows one of the first solutions of this problem, the Peaucellier-Lipkin linkage. Note the sophistication needed for the solution of this simply sounding problem.

A graph $G$ with a vector-labeling in $\mathbb{R}^{d}$ will be called a framework, where the label is considered as the "position" of the node. A graph with an edge-length assigned to each edge will be called a linkage. Every framework $(G, \mathbf{u})$ defines a linkage $(G, \ell)$; we can say that to get a linkage from a framework we forget the positions of the nodes and only remember the lengths of the edges. The linkage


Figure 15.1. The Peaucellier-Lipkin linkage. The black joints are nailed, the white joints are free to move. The lengths of the bars satisfy $A B=B C=C D=D A$ and $Q B=Q D$. Nodes $A$ and $C$ are inverses relative to the fixed circle centered at $Q$ with radius $\sqrt{Q B^{2}-A B^{2}}$ (prove!). As $A$ moves along a circle through the center of the inversion, its inverse $C$ moves along a straight line.
$(G, \ell)$ is realizable in $\mathbb{R}^{d}$ if it is defined by a $d$-dimensional linkage, i.e., there is a vector-labeling $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ so that $\ell(i j)=\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|$ for every edge $i j$. The framework $(G, \mathbf{u})$ is called a realization of the linkage $(G, \ell)$.

Most of the time we assume that the framework is not contained in a lower dimensional affine subspace, in which case we call it full-dimensional. Two frameworks $(G, \mathbf{u})$ and $(G, \mathbf{v})$ with the same underlying graph $G$ in $d$-space are called congruent, if there is a congruence (isometric transformation) of the whole space that maps $\mathbf{u}_{i}$ onto $\mathbf{v}_{i}(i \in V)$. Basically, we do not want to distinguish congruent frameworks; but a warning is in order that congruence will be a nontrivial issue in some considerations.

Sometimes we want to "factor out" congruences. This can be defined as identifying congruent realizations of the same linkage, but a more explicit description of the resulting factor space will be useful. Let us assume that the framework is full-dimensional, and consider an ordered set of nodes, say $S=(0,1, \ldots, d)$, whose positions are affinely independent. Shift $\mathbf{u}_{0}$ to the origin; rotate the space about 0 so that $\mathbf{u}_{1}$ is moved to the positive half of the $x_{1}$-axis; then rotate the space about the $x_{1}$ axis so that $\mathbf{u}_{2}$ is moved to the upper halfplane of the $\left(x_{1}, x_{2}\right)$-plane etc. We end up with a vector labeling that is congruent to the original, and for $0 \leq i \leq d$ the $i$-th coordinate of $\mathbf{u}_{i}$ is positive, and its later coordinates are 0 . We call this procedure fitting $S$ to the coordinate system. This way we may assume that altogether $d+(d-1)+\cdots+1=\binom{d+1}{2}$ coordinates of the node positions are zero. (This number is the same as the dimension of the manifold of congruences of the Euclidean $d$-space.)

### 15.1. Versions of rigidity

There are several versions of the notion of rigidity of a framework $(G, \mathbf{u})$ $\left(\mathbf{u}: V \rightarrow \mathbb{R}^{d}\right)$.

- Is there a "proper motion" or "flexing" in the sense that we can specify a smooth orbit $\mathbf{u}_{i}(t)(t \in[0,1])$ for each node $i$ so that $\mathbf{u}_{i}(0)=\mathbf{u}_{i}$, and $\left|\mathbf{u}_{i}(t)-\mathbf{u}_{j}(t)\right|$
is constant for every pair of adjacent nodes, but not for all pairs of nodes? If no such motion exists, we say that the framework is locally rigid or simply rigid. Structures which are not locally rigid will be called flexible; sometimes they are also called mechanisms.

We have to make a technical remark here: We have defined a flexing as a smooth motion of the nodes, but it would be natural to be more general and allow continuous but not differentiable motions, or to be more restrictive and allow only those motions that are analytic functions of time. As a very weak condition, we could ask for the existence of a noncongruent realization of the same linkage arbitrarily close to the original. It turns out that all these notions of flexibility are equivalent (see e.g. Connelly 1993]).

- Is there a different realization of the same linkage: another representation $\mathbf{v}: V \rightarrow \mathbb{R}^{d}$ such that $\left|\mathbf{v}_{i}-\mathbf{v}_{j}\right|=\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|$ for every pair of adjacent nodes, but not for all pairs of nodes? (The representation $\mathbf{v}$ may or may not be obtained from the representation $\mathbf{u}$ by a continuous motion preserving the lengths of the edges.) If the framework has no different realization, it is called globally rigid. It is clear that this implies local rigidity. Further (non)-implications between these notions are illustrated in the examples below.
- Suppose that a framework is rigid in $\mathbb{R}^{d}$; does it remain rigid, if we embed it (isometrically) in a higher dimensional space? We say such a framework is universally rigid. A single triangle in the plane has this property; two triangles attached along an edge form a rigid framework in the plane but not in 3 -space. Universal rigidity is in various ways closely related to global rigidity; we refer to Gortler-Thurston 2014] and Connelly-Gortler-Theran 2016a.
- It may happen that we can assign velocities to the joints so that they do not seem to stretch or shrink any edge, but such velocities cannot be continued to an actual motion (unless they correspond to a rigid motion). We call such an assignment of velocities an "infinitesimal motion", and if no such motion exists, we say that the framework is infinitesimally rigid.

We can give an engineering interpretation of infinitesimal motions: Suppose that we move each node $i$ by a (small) distance of at most $\varepsilon$, so that this is not a rigid motion of the framework. Trivially, the length of any edge $i j$ changes by $O(\varepsilon)$. It can happen that for such a nonrigid motion the length of each edge changes by $O\left(\varepsilon^{2}\right)$ only; in this case, we cannot discover "in first order" that the length changes at all. From a practical point of view, this may be a problem, since in practice the bars are never totally rigid, and they may not hold against an infinitesimal motion.

Example 15.2. Consider a complete graph $K_{n}$. Trivially every representation of it is globally rigid, and also locally rigid. However, it may have infinitesimal motions other than congruences: if all nodes are contained in an affine hyperplane, assign to each node an arbitrary velocity vector orthogonal to this hyperplane.

Example 15.3. Have a look at Figure 15.2, which shows 2-dimensional realizations of the same graph, rigid in one sense but not in the other.

Example 15.4 (Triangular Prism II). Let us return to the triangular prism in Example 3.4, represented in the plane. From (15.11) we get that $\operatorname{dim}(\operatorname{lnf})-$ $\operatorname{dim}(\operatorname{Str})=2 \cdot 6-9=3=\operatorname{dim}($ Rig $)$ (assuming that not all nodes are collinear in the representation), and hence a representation of the triangular prism in the plane


Figure 15.2. Structure (a) is infinitesimally rigid and locally rigid in the plane, but has a different realization (b), and so it is not globally rigid. Considering this as a motion in 3 -space, we see that this framework is not universally rigid. Structure (c) has no other realization, so it is locally, globally and universally rigid, but it is not infinitesimally rigid, since vertical motion of the middle point is an infinitesimal motion. (Note that motion by $\varepsilon$ results in stretching the edges by $O\left(\varepsilon^{2}\right)$.
has a noncongruent infinitesimal motion if and only if it has a stress. This happens if and only if the lines of the three edges connecting the two triangles pass through one and the same point (which may be at infinity; Figure 15.3 , left and right).

Not all of these representations allow flexing, but some do. In the first, fixing the dark nodes, the white triangle can "circle" the dark triangle. This framework has a stress (can you find it?). The second is infinitesimally rigid and stress-free, but it is not globally rigid (reflect the white triangle in a symmetry axis of the black triangle); the third has an infinitesimal motion (equivalently, with this number of edges, it has a stress, as we will see), but it is globally rigid (and so it has no flexing).


Figure 15.3. Rigid and nonrigid representations of the triangular prism in the plane.

### 15.2. Infinitesimal motions

We will continue with the exact definition and study of infinitesimal rigidity, which was perhaps the most awkward to describe, but easiest to handle.

Suppose that the nodes of the graph move smoothly (in continuously differentiable way) in $d$-space; let $\mathbf{u}_{i}(t)$ denote the position of node $i$ at time $t$, where
$\mathbf{u}_{i}=\mathbf{u}_{i}(0)$ is the starting position. The fact that the bars are rigid says that for every edge $i j \in E$, the edge-lengths $\ell_{i j}=\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|$ are fixed. Squaring these equations leads to polynomial equations

$$
\begin{equation*}
\left(\mathbf{u}_{i}(t)-\mathbf{u}_{j}(t)\right)^{\top}\left(\mathbf{u}_{i}(t)-\mathbf{u}_{j}(t)\right)=\ell_{i j}^{2} \tag{15.1}
\end{equation*}
$$

Differentiating, we get

$$
\begin{equation*}
\left(\mathbf{u}_{i}(t)-\mathbf{u}_{j}(t)\right)^{\top}\left(\dot{\mathbf{u}}_{i}(t)-\dot{\mathbf{u}}_{j}(t)\right)=0 \tag{15.2}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)^{\top}\left(\dot{\mathbf{u}}_{i}(0)-\dot{\mathbf{u}}_{j}(0)\right)=0 \tag{15.3}
\end{equation*}
$$

This motivates the following definition. Given a vector-labeling $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ of $G$, a map $\mathbf{v}: V \rightarrow \mathbb{R}^{d}$ is called an infinitesimal motion of the framework $(G, \mathbf{u})$, if the equation

$$
\begin{equation*}
\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)^{\top}\left(\mathbf{v}_{i}-\mathbf{v}_{j}\right)=0 \tag{15.4}
\end{equation*}
$$

holds for every edge $i j \in E$. The vector $\mathbf{v}_{i}$ can be thought of as the "velocity" of node $i$.

Infinitesimal motions form a linear space $\operatorname{Inf}=\operatorname{Inf}_{G, \mathbf{u}} \subseteq \mathbb{R}^{d \times V}$. There are some trivial infinitesimal motions, called (infinitesimal) rigid motions or congruences, which are velocities of smooth families of congruences of the whole space. In this case, $(15.4)$ holds for every pair of nodes. Every infinitesimal congruence is the sum of two kinds of special solutions of equations (15.4) (see Exercise 15.3): we can have $\mathbf{v}_{i}=\mathbf{v}_{j}$ for all $i$ and $j$ (geometrically, this means translation of the framework), and $\mathbf{v}_{i}=A \mathbf{u}_{i}$, where $A \in \mathbb{R}^{d \times d}$ is a skew symmetric matrix (this corresponds to applying the smooth family of orthogonal transformations).

Infinitesimal congruences of a framework form a subspace $\operatorname{Rig}=\operatorname{Rig}_{G, \mathbf{u}} \subseteq \operatorname{Inf}$. By the remarks above, Rig consists of all systems of velocities of the form

$$
\begin{equation*}
\mathbf{v}_{i}=A \mathbf{u}_{i}+\mathbf{v} \tag{15.5}
\end{equation*}
$$

where $A$ is a skew symmetric matrix and $\mathbf{v} \in \mathbb{R}^{d}$. If the node positions are not contained in an affine hyperplane, then this representation is unique. This implies that in this case $\operatorname{dim}(\mathrm{Rig})=d+\binom{d}{2}=\binom{d+1}{2}$.

In the language of differential geometry, congruences of the $d$-space form a manifold of dimension $\binom{d+1}{2}$, and infinitesimal congruences form the tangent space of this manifold, which is a linear space of the same dimension.
15.2.1. Infinitesimal and finite motions. We say that the framework is infinitesimally rigid, if $\operatorname{Inf}=$ Rig, i.e., every infinitesimal motion is an infinitesimal congruence. The argument above, motivating the definition of infinitesimal motions, suggests the following:
Lemma 15.5. If a framework is flexible, then it is not infinitesimally rigid.
This looks trivial, since it would seem that if $\mathbf{u}(t)(0 \leq t \leq 1)$ is a proper flexing, then $\mathbf{v}_{i}=\dot{\mathbf{u}}_{i}(0)$ gives an infinitesimal motion by 15.3 . However, there is technical difficulty here: 15.3 may be a trivial equation if all the velocities $\dot{\mathbf{u}}_{i}(t)$ are zero at $t=0$. It could also happen that $\dot{\mathbf{u}}(0)$ is an infinitesimal congruence, even though the flexing is proper (see Example 15.6).


Figure 15.4. Left: a proper flexing whose velocities at time 0 form an infinitesimal congruence. Right: A proper flexing where velocities at positions at times converging to 0 , when normalized, can converge to an infinitesimal congruence, but also to a proper infinitesimal motion, depending on when the framework is observed.

Example 15.6. Consider a smooth proper flexing $(G, \mathbf{u}(t))$ as above, but let us modify it by slowing down and translation: we consider $(G, \mathbf{v}(t))$, where

$$
\mathbf{v}_{i}(t)=\mathbf{u}_{i}\left(t^{2}\right)+t \mathbf{v}
$$

with some fixed vector $\mathbf{v}$. Then

$$
\dot{\mathbf{v}}_{i}(0)=\mathbf{v}
$$

which is an infinitesimal congruence (Figure 15.4 , left).
Perhaps we should construct an infinitesimal motion not as the velocities at time 0 , but as a limit of velocities at times converging to 0 , appropriately scaled? The example on the right of Figure 15.4 , as a framework in 3 -space, should be another warning. We can think of this as a pendulum circling its vertical position and slowing down, starting at time -1 . The geometry and timing are arranged so that the $k$-th arc has length $\sim 4^{-k}$, and it is traversed in time $2^{-k}$, so the velocity tends to 0 , which is attained at time 0 . (If you wish, you can continue to positive times just reversing the process.)

If we look at velocities when the pendulum is closest to us, then we see velocities of a noncongruent infinitesimal motion. However, if we look at the velocities when the pendulum is (say) in a leftmost position, then we see the velocities of a rigid motion. How to choose the "right" moments in time?

Proof of Lemma 15.5. Our first step is to modify the flexing $(G, \mathbf{u}(t))$ in order to eliminate rigid motions as much as possible. Fixing a time $t$, let $\mathbf{u}_{i}=\mathbf{u}_{i}(t)$ and $\overline{\mathbf{u}}_{i}=\mathbf{u}_{i}(0)$, and consider $(G, \mathbf{u})$ and $(G, \overline{\mathbf{u}})$ as two different frameworks. We fix $(G, \overline{\mathbf{u}})$, and rigidify $(G, \mathbf{u})$, but let it float freely. Connect node $\mathbf{u}_{i}$ to node $\overline{\mathbf{u}}_{i}$ by a rubber band for each node $i$, and let the resulting structure find its equilibrium. In other words, apply an isometric transformation to $(G, \mathbf{u})$ so that the energy $\sum_{i}\left|\mathbf{u}_{i}-\overline{\mathbf{u}}_{i}\right|^{2}$ is minimized.

The forces keeping $(G, \mathbf{u})$ in equilibrium (as a rigid body) are the vectors $\mathbf{v}_{i}=$ $\mathbf{v}_{i}(t)=\mathbf{u}_{i}-\overline{\mathbf{u}}_{i}$, acting at the points $\mathbf{u}_{i}$. By classical physics,

$$
\begin{equation*}
\sum_{i \in V} \mathbf{v}_{i}=0 \tag{15.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i \in V} \mathbf{v}_{i}^{\top} A \mathbf{u}_{i}=0 \tag{15.7}
\end{equation*}
$$

for every skew symmetric matrix $A \in \mathbb{R}^{d \times d}$. Also note that since $(G, \mathbf{u})$ and $(G, \overline{\mathbf{u}})$ are the same as linkages, we have $\left|\overline{\mathbf{u}}_{i}-\overline{\mathbf{u}}_{j}\right|^{2}=\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|^{2}$ for every edge $i j$. This translates into the equation

$$
\begin{equation*}
2\left(\overline{\mathbf{u}}_{i}-\overline{\mathbf{u}}_{j}\right)^{\top}\left(\mathbf{v}_{i}-\mathbf{v}_{j}\right)=-\left|\mathbf{v}_{i}-\mathbf{v}_{j}\right|^{2} \tag{15.8}
\end{equation*}
$$

Let $\omega_{t}=\max _{i \in V}\left|\mathbf{v}_{i}\right|$. If $(G, \overline{\mathbf{u}})$ is not isometric to $(G, \mathbf{u})$, then $\omega_{t}>0$, and the vectors $\left(1 / \omega_{t}\right) \mathbf{v}_{i}$ have length at most 1 . Let us select a sequence of such times converging to 0 , then $\omega_{t} \rightarrow 0$. By selecting a subsequence, we may assume that $\left(1 / \omega_{t}\right) \mathbf{v}_{i}(t) \rightarrow \mathbf{w}_{i}$ for some vectors $\mathbf{w}_{i}$. Clearly $\max _{i}\left|\mathbf{w}_{i}\right|=1$ and so $\mathbf{w} \neq 0$.

We claim that $\mathbf{w}$ is an infinitesimal motion of $(G, \overline{\mathbf{u}})$. Indeed, 15.8 implies that

$$
\left(\overline{\mathbf{u}}_{i}-\overline{\mathbf{u}}_{j}\right)^{\top}\left(\frac{1}{\omega_{t}} \mathbf{v}_{i}-\frac{1}{\omega_{t}} \mathbf{v}_{j}\right)=-\frac{1}{2 \omega_{t}}\left|\mathbf{v}_{i}-\mathbf{v}_{j}\right|^{2}=O\left(\omega_{t}\right)
$$

and so in the limit we have

$$
\left(\overline{\mathbf{u}}_{i}-\overline{\mathbf{u}}_{j}\right)^{\top}\left(\mathbf{w}_{i}-\mathbf{w}_{j}\right)=0
$$

We have to argue that $\mathbf{w}$ is not an infinitesimal congruence of $(G, \overline{\mathbf{u}})$. Suppose it is, then there is a vector $\mathbf{v} \in \mathbb{R}^{d}$ and a skew symmetric matrix $A \in \mathbb{R}^{d \times d}$ such that $\mathbf{w}_{i}=\mathbf{v}+A \overline{\mathbf{u}}_{i}$. We may assume that $\sum_{i} \overline{\mathbf{u}}_{i}=0$, since we can choose the origin at the center of gravity of the points $\overline{\mathbf{u}}_{i}$. Scaling by $\omega_{t}$ and going to the limit, we see that the vectors $\mathbf{w}_{i}$ satisfy the equilibrium conditions 15.6 and 15.7). The first condition gives us that

$$
0=\sum_{i \in V} \mathbf{w}_{i}=n \mathbf{v}+\sum_{i \in V} A \overline{\mathbf{u}}_{i}=n \mathbf{v}
$$

so $\mathbf{v}=0$ and $\mathbf{w}_{i}=A \mathbf{u}_{i}$. Applying the second condition with the same matrix $A$, we get

$$
0=\sum_{i \in V} \mathbf{w}_{i}^{\top} A \overline{\mathbf{u}}_{i}=\sum_{i \in V} \overline{\mathbf{u}}_{i}^{\top} A^{\top} A \overline{\mathbf{u}}_{i}=\sum_{i \in V}\left|A \overline{\mathbf{u}}_{i}\right|^{2}
$$

This implies that $A \overline{\mathbf{u}}_{i}=0$ for every $i$, and so $\mathbf{w}_{i}=0$. But we know that $\mathbf{w} \neq 0$, a contradiction.

The converse of this lemma is not true in general, as Figure 15.2 shows. However, the converse does hold for stress-free frameworks:

Lemma 15.7. If a stress-free framework is not infinitesimally rigid, then it is flexible.

Proof. Let $(G, \mathbf{u})$ be a stress-free framework in $\mathbb{R}^{d}$, and let $\mathbf{v}$ be a non-rigid infinitesimal motion. Since $\mathbf{v}$ is not a rigid infinitesimal motion, there is a pair $(a, b)$ of nonadjacent nodes for which $\left(\mathbf{u}_{a}-\mathbf{u}_{b}\right)^{\top}\left(\mathbf{v}_{a}-\mathbf{v}_{b}\right) \neq 0$. We may assume that

$$
\begin{equation*}
\left(\mathbf{u}_{a}-\mathbf{u}_{b}\right)^{\top}\left(\mathbf{v}_{a}-\mathbf{v}_{b}\right)=1 \tag{15.9}
\end{equation*}
$$

Equations 15.4 give linearly independent equations for $\mathbf{v}$, and 15.9 is linearly independent from them, since the other equations have zero right hand side. In the solution space of 15.4 and 15.9 , we can fix some entries of $\mathbf{v}$ to zero to have a unique solution. By Cramer's Rule, the remaining entries of $\mathbf{v}$ can be expressed as rational functions of the entries of $\mathbf{u}$, and these rational functions will satisfy 15.4
and 15.9 in a neighborhood of $\mathbf{u}$. Scaling up with the common denominator, we get polynomials $\mathbf{w}_{i}(\mathbf{u})$ in the entries of $\mathbf{u}$ such that

$$
\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{\top}\left(\mathbf{w}_{i}(\mathbf{x})-\mathbf{w}_{j}(\mathbf{x})\right)=0
$$

identically in $\mathbf{x} \in \mathbb{R}^{d \times V}$ for every edge $i j \in E$, and

$$
\left(\mathbf{x}_{a}-\mathbf{x}_{b}\right)^{\top}\left(\mathbf{w}_{a}(\mathbf{x})-\mathbf{w}_{b}(\mathbf{x})\right) \neq 0
$$

if $\mathbf{x}$ is in a neighborhood of $\mathbf{u}$.
Consider the differential equation system

$$
\frac{d}{d t} \mathbf{x}_{i}(t)=\mathbf{w}_{i}(\mathbf{x}(t)), \quad \mathbf{x}(0)=\mathbf{u}
$$

Since $\mathbf{w}(\mathbf{x})$ is a continuous function of $\mathbf{x}$, this system has a solution in an interval $0 \leq t \leq T$. This defines a nonrigid motion of the graph. Indeed, for every edge $i j$,

$$
\begin{aligned}
\frac{d}{d t}\left|\mathbf{x}_{i}(t)-\mathbf{x}_{j}(t)\right|^{2} & =\left(\mathbf{x}_{i}(t)-\mathbf{x}_{j}(t)\right)^{\top}\left(\dot{\mathbf{x}}_{i}(t)-\dot{\mathbf{x}}_{j}(t)\right) \\
& =\left(\mathbf{x}_{i}(t)-\mathbf{x}_{j}(t)\right)^{\top}\left(\mathbf{w}_{i}(\mathbf{x}(t))-\mathbf{w}_{j}(\mathbf{x}(t))\right)=0
\end{aligned}
$$

so $\left|\mathbf{x}_{i}(t)-\mathbf{x}_{j}(t)\right|$ remains constant. On the other hand, this is not a rigid motion, since

$$
\left.\frac{d}{d t}\left|\mathbf{x}_{a}(t)-\mathbf{x}_{b}(t)\right|^{2}\right|_{t=0}=\left(\mathbf{u}_{a}-\mathbf{u}_{b}\right)^{\top}\left(\mathbf{w}_{i}(\mathbf{u})-\mathbf{w}_{j}(\mathbf{u})\right) \neq 0
$$

so $\left|\mathbf{x}_{a}(t)-\mathbf{x}_{b}(t)\right|$ cannot remain constant.
15.2.2. Infinitesimal motions and stresses. Which subsets of the equations in (15.4) are linearly independent? Let $\lambda_{i j}(i j \in E)$ be multipliers such that combining the equations with them we get 0 . Considering the coefficient of $\mathbf{v}_{i}$, this means that

$$
\sum_{j \in N(i)} \lambda_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)=0
$$

for every node $i$. In other words, $\lambda$ is a stress!
Recalling the notion of transversality, and that equations 15.4 were obtained by differentiating equations 15.1, we can assert that a solution of (15.1) is transversal if and only if the framework $(G, \mathbf{u})$ is stress-free. This means that stress-free frameworks can be studied by similar methods as transversal orthogonal representations. For example, the Implicit Function Theorem can be applied to show that if a linkage $(G, \ell)$ has a stress-free realization, then so does every linkage $\left(G, \ell^{\prime}\right)$ for edge-lengths $\ell^{\prime}$ sufficiently close to $\ell$.

There is a certain "dual" to this observation about linear dependencies between the equations defining infinitesimal motions. What are the linear dependencies between the equations 14.1 defining a stress (where the values $S_{i j}$ are considered as unknowns)? Combining the $d$ equations belonging to the same node $i$ means taking inner product with a vector $\mathbf{w}_{i}$. Combining all results in one equation, we obtain

$$
\sum_{i \in V} \sum_{j \in N(i)} S_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)^{\top} \mathbf{w}_{i}=0
$$

or

$$
\sum_{i j \in E} S_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)^{\mathrm{T}}\left(\mathbf{w}_{j}-\mathbf{w}_{i}\right)=0
$$

If this is a linear dependency between the stress equations, then the coefficient of every $S_{i j}$ must be zero. Thus w is an infinitesimal motion!

Let us re-write the basic equations $(15.4)$ in a form that is sometimes more useful. We combine the velocity vectors $\mathbf{v}_{i}$ into a single vector $\mathbf{v} \in \mathbb{R}^{n d}$, then (15.4) provides a system of homogeneous linear equations for the entries of $\mathbf{v}$. The matrix $R=R_{G, \mathbf{u}} \in \mathbb{R}^{m \times n d}$ of this system is defined for an edge $i j$, a node $k$ and a coordinate $1 \leq \nu \leq d$ by

$$
R_{i j, k \nu}= \begin{cases}u_{i \nu}-u_{j \nu}, & \text { if } k=i  \tag{15.10}\\ u_{j \nu}-u_{i \nu}, & \text { if } k=j \\ 0, & \text { otherwise }\end{cases}
$$

We call $R$ the rigidity matrix of the framework $(G, \mathbf{u})$ (Figure 15.5).


Figure 15.5. A framework in dimension 2 and its rigidity matrix. The framework has 5 nodes and $7=2 \cdot 5-3$ edges. It has both a nonzero stress and a nonrigid infinitesimal motion.

Infinitesimal motions (combined into single vectors $\mathbf{v} \in \mathbb{R}^{n d}$ ) form the right null space of $R$, while stresses on $(G, \mathbf{u})$ form the left null space of $R$. This implies that

$$
\begin{equation*}
\operatorname{rk}(R)=d n-\operatorname{dim}(\operatorname{lnf})=m-\operatorname{dim}(\operatorname{Str}) \tag{15.11}
\end{equation*}
$$

From this we see that if a framework spanning $\mathbb{R}^{d}$ is stress-free, then $m \leq$ $d n-\binom{d+1}{2}$, and if it is infinitesimally rigid, then $m \geq d n-\binom{d+1}{2}$. In the (most interesting) case when $m=d n-\binom{d+1}{2}$, the framework is infinitesimally rigid if and only if it is stress-free. Such frameworks are minimally infinitesimally rigid as well as maximally stress-free (corresponding to the subsets of edges that are bases of the row space of $\left.R\left(K_{n}, \mathbf{u}\right)\right)$.

There is another useful meaning of the rigidity matrix. Fix a graph $G$, and consider the squared-edge-length map $f=f_{G}: \mathbb{R}^{d \times V} \rightarrow \mathbb{R}^{E}$ defined by

$$
\begin{equation*}
f(\mathbf{u})=\left(\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|^{2}: i j \in E\right) \tag{15.12}
\end{equation*}
$$

It is easy to compute that the Jacobian $D f(\mathbf{u})$ of $f$ is just the rigidity matrix $R_{G, \mathbf{u}}$.
15.2.3. Rigidity of 3 -polytopes. To conclude this section, let us illustrate the connection between stresses and infinitesimal rigidity by an important example. Let $G$ be the skeleton of a convex 3-polytope $P$, with the representation given by the positions of the vertices. Cauchy's Theorem 14.5 tells us that the space of stresses has dimension 0 , so we get that the space of infinitesimal motions has dimension $\operatorname{dim}(\operatorname{lnf})=3 n-m$. We know that $\operatorname{dim}(\operatorname{lnf}) \geq\binom{ 4}{2}=6$, and hence $m \leq 3 n-6$. Of course, this simple inequality we know already (recall 2.2 ). It also follows that if
equality holds, i.e., when all facets of $P$ are triangles, then the space of infinitesimal motions is 6 -dimensional; in other words,
Proposition 15.8. The framework consisting of the vertices and edges of a convex 3-polytope with triangular facets is infinitesimally rigid.

If not all facets of the polytope $P$ are triangles, then it follows by the same computation that the skeleton is not infinitesimally rigid. However, if the facets are "made out of cardboard", which means that they are forced to preserve their shape, then the polytope will be infinitesimally rigid. To prove this, one can put a pyramid over each facet (flat enough to preserve convexity), and apply Proposition 15.8 to this new polytope $P^{\prime}$ with triangular faces. Every nontrivial infinitesimal motion of $P$ preserving the shape of the facets would extend to a nontrivial infinitesimal motion of $P^{\prime}$, but we know already that $P^{\prime}$ has no such motion.

Proposition 15.8 does not remain true if we only assume that the graph is isomorphic to the skeleton of a convex 3-polytope with triangular facets; see Exercise 15.6 for a classical example Bricard 1897. It even fails to hold when the framework consists of the vertices and edges of a simple polytope (the surface of the polytope is homeomorphic to the sphere), as shown by a more involved counterexample Connelly 1977.

### 15.3. Generic frameworks

In Chapter 3 we have met vector-labelings that are in general position; in Chapter 10 another related condition, transversality was introduced. Here we need a further nondegeneracy condition: we say that a vector-labeling is generic, if all coordinates of the representing vectors are algebraically independent over $\mathbb{Q}$.

This assumption is more restrictive than general position, and it is usually an overkill, since we could always replace it by "the coordinates of the representing vectors do not satisfy any algebraic relation that they do not have to, and which is important to avoid in the proof". The hypothesis of general position will be used in the next section on global rigidity again. Transversality is equivalent to the basic condition of stress-freeness, and so both of these related but weaker notions have a role to play in rigidity theory.

In a generic framework, all entries of the vector labels are algebraically independent, by definition. However, while isometric transformations of the whole space do not change stress-freeness, and do not change the edge-lengths, they may create algebraic dependencies between the coordinates. For example, if we fit a set of $d+1$ nodes to the coordinate system, then out of $d n$ coordinates, $\binom{d+1}{2}$ become zeros, which means that we are left with $d n-\binom{d+1}{2}$ algebraically independent coordinates.

We say that a graph is generically stress-free in $\mathbb{R}^{d}$, or simply stress-free in $\mathbb{R}^{d}$, if every generic representation of it in $\mathbb{R}^{d}$ is stress-free; similarly, we say that $G$ is generically rigid in $\mathbb{R}^{d}$, if every generic representation of it in $\mathbb{R}^{d}$ is infinitesimally rigid. It is enough to check these properties for a single generic representation: if one generic labeling is stress-free or infinitesimally rigid, then so is every other generic labeling. More generally, the following fact was observed by Gluck Gluck 1974:
Proposition 15.9. If a graph $G$ has a vector labeling in $\mathbb{R}^{d}$ that is infinitesimally rigid [stress-free], then $G$ is generically rigid [stress-free] in $\mathbb{R}^{d}$.

Proof. Both infinitesimal rigidity and stress-freeness can be expressed in terms of the nonvanishing of certain determinants composed of the coordinates of the
representation. If such a determinant vanishes for one algebraically independent choice of the coordinates, then it vanishes for every choice.

The assumption that the coordinates are algebraically independent numbers seems very far from any real-life situation; it is quite technical and unverifiable, and for this reason it seems useless. However, another way of handling the genericity assumption brings genericity quite close to applications: this is to choose independent random values for the coordinates uniformly from an interval (or indeed, from any distribution that is absolutely continuous with respect to the Lebesgue measure, like Gaussian). We call the vector labeling obtained this way a random vector labeling of $G$. The random labeling is generic with probability 1 , and we can re-state our results as probabilistic statements holding with probability 1. (Mathematically, the definition in terms of algebraic independence yields slightly stronger results.)

By this argument, we can state:
Proposition 15.10. If $G$ is generically rigid [stress-free] in $\mathbb{R}^{d}$, then a random vector labeling of $G$ is almost surely infinitesimally rigid [stress-free] in $\mathbb{R}^{d}$.
15.3.1. Stress-free and rigid graphs in the plane. Whether a graph is generically rigid or stress-free is a purely combinatorial property, and one would like to obtain a purely combinatorial characterization of these properties. It is surprising that this basic question is only solved in the planar case, which we present here. We start with stress-freeness.

It is clear that if a framework $(G, \mathbf{u})$ has more than $2 n-3$ edges, then it cannot be stress-free (recall 15.11 ). We can apply this observation to induced subgraphs: if some subset of $k \geq 2$ nodes spans more than $2 k-3$ edges, then the framework cannot be stress-free in the plane. So a natural criterion for a graph $G$ to have a stress-free representation is the following:
(GL) Every set of $k$ nodes $(k \geq 2)$ spans at most $2 k-3$ edges.
Note that this condition implies that the graph has no multiple edges. The necessity of this criterion was recognized already in the 19-th century, and it was stated as a "rule of thumb" for the existence of a stress-free realization in textbooks Föppl 1880. The sufficiency was proved by Pollaczek-Geiringer 1927, and rediscovered by Laman 1970. We call (GL) the Geiringer-Laman condition.

The Geiringer-Laman condition tells us why a graph is not stress-free. To formulate a (general) reason why a graph is stress-free, we introduce the Henneberg construction, Henneberg 1911 which is an iterative procedure, starting with a single node, and increasing the number of nodes of a graph $G$ in one of two ways (Figure 15.6):
(H1) Create a new node and connect it to at most two old nodes.
(H2) Subdivide an edge and connect the new node to any third node.
The following important theorem, combining the results of Henneberg 1911, Pollaczek-Geiringer 1927 and Laman 1970 describes stress-free graphs in the plane.

Theorem 15.11. For a graph $G$, the following are equivalent:
(a) $G$ is stress-free in the plane;
(b) $G$ satisfies the Geiringer-Laman condition;


Figure 15.6. The Henneberg construction
(c) $G$ can be obtained by the Henneberg construction.

Conditions (b) and (c) show that the property of a graph of being (generically) stress-free in the plane is in NP $\cap c o-N P$. The fact that it is in P follows by Corollary 15.17 below, using algorithms for the decomposition of a graph into connected spanning subgraphs. (See also Section 19.3.2.)

Proof. $(\mathrm{a}) \Rightarrow(\mathrm{b})$ : This we have argued above.
$(\mathrm{b}) \Rightarrow(\mathrm{c})$ : We prove by induction on the number of edges that every graph $G$ satisfying the Geiringer-Laman condition can be built up by the Henneberg construction. Since the average degree of $G$ is $2 m / n \leq(4 n-6) / n<4$, there is a node $i$ of degree at most 3 . If $i$ has degree at most 2 , then we can delete $i$ and proceed by induction and (H1). So we may assume that $i$ has degree 3. Let $a, b, c$ be its neighbors.

Call a set $S \subseteq V$ spanning exactly $2|S|-3$ edges a tight set. Clearly $|S| \geq 2$. The key observation is:

Claim. If two tight sets have more than one node in common, then their union is also tight.

Indeed, suppose that $S_{1}$ and $S_{2}$ are tight, and let $E_{1}=E\left(G\left[S_{i}\right]\right)$. Then $E_{1} \cap E_{2}$ is the set of edges spanned by $S_{1} \cap S_{2}$, and so $\left|E_{1} \cap E_{2}\right| \leq 2\left|S_{1} \cap S_{2}\right|-3$ (using the assumption that $\left|S_{1} \cap S_{2}\right| \geq 2$ ). The set $E_{1} \cup E_{2}$ is a subset of the set of edges spanned by $S_{1} \cup S_{2}$, and so the number of edges spanned by $S_{1} \cup S_{2}$ is at least

$$
\begin{aligned}
\left|E_{1} \cup E_{2}\right| & =\left|E_{1}\right|+\left|E_{2}\right|-\left|E_{1} \cap E_{2}\right| \geq\left(2\left|S_{1}\right|-3\right)+\left(2\left|S_{2}\right|-3\right)-\left(2\left|S_{1} \cap S_{2}\right|-3\right) \\
& =2\left|S_{1} \cup S_{2}\right|-3
\end{aligned}
$$

Since $G$ satisfies (GL), we must have equality here, implying that $S_{1} \cup S_{2}$ is tight.
We want to prove that we can delete $i$ and create a new edge between two of its neighbors to get a graph $G^{\prime}$ satisfying (GL); then $G$ arises from $G^{\prime}$ by Henneberg construction (H2). Let us try to add the edge $a b$ to $G \backslash i$; if the resulting graph $G^{\prime}$ violates (GL), then there is a set $S \subseteq V \backslash\{i\}$ with $|S| \geq 2$ spanning more than $2|S|-3$ edges of $G^{\prime}$. Since $S$ spans at most $2|S|-3$ edges of $G$, this implies that $S$ is tight, and $a, b \in S$. (If $a$ and $b$ are adjacent in $G$, then $\{a, b\}$ is such a tight set.) If there are several sets $S$ with this property, then Claim 1 implies that their union is also tight. We denote by $S_{a b}$ this union. Similarly we get the tight sets $S_{b c}$ and $S_{c a}$.

The set $S_{a b}$ cannot contain $c$, since then adding $i$ to $S_{a b}$, condition (GL) would be violated. Similarly, $b \notin S_{a c}$ and $a \notin S_{b c}$. In particular, the sets $S_{a b}, S_{b c}$ and $S_{c a}$ are distinct, and hence the Claim implies that any two of them have only one node in common. Thus their union $S=S_{a b} \cup S_{b c} \cup S_{c a} \cup\{i\}$ spans at least

$$
\left(2\left|S_{a b}\right|-3\right)+\left(2\left|S_{b c}\right|-3\right)+\left(2\left|S_{c a}\right|-3\right)+3=2|S|-3
$$

edges, and so it is tight. This contradicts the maximality of $S_{a b}$, and completes the proof of $(\mathrm{b}) \Rightarrow(\mathrm{c})$.
$(\mathrm{c}) \Rightarrow(\mathrm{a})$ : We use induction on the number of edges. Let $G$ arise from $G^{\prime}$ by one step of the Henneberg construction, and let $S$ be a nonzero stress on a generic framework $(G, \mathbf{u})$. We want to construct a nonzero stress on $\left(G^{\prime}, \mathbf{u}\right)$ (which will be a contradiction by induction, and so it will complete the proof).

First suppose that we get $G$ by step (H1), and let $i$ be the new node. It suffices to argue that $S$ is 0 on the new edges, and so it gives a stress on ( $\left.G^{\prime}, \mathbf{u}\right)$. If $i$ has degree 0 or 1 , then this is trivial. Suppose that $i$ has two neighbors $a$ and $b$. Then by the assumption that the representation is generic, we know that the points $\mathbf{u}_{i}$, $\mathbf{u}_{a}$ and $\mathbf{u}_{b}$ are not collinear, so from the stress condition

$$
S_{i a}\left(\mathbf{u}_{i}-\mathbf{u}_{a}\right)+S_{i b}\left(\mathbf{u}_{i}-\mathbf{u}_{b}\right)=0
$$

it follows that $S_{i a}=S_{i b}=0$.
Suppose that $G$ arises by the Henneberg construction (H2), by subdividing the edge $a b \in E\left(G^{\prime}\right)$ and connecting the new node $i$ to $c \in V\left(G^{\prime}\right) \backslash\{a, b\}$. Let us modify the representation $\mathbf{u}$ as follows:

$$
\mathbf{u}_{j}^{\prime}= \begin{cases}\frac{1}{2}\left(\mathbf{u}_{a}+\mathbf{u}_{b}\right) & \text { if } j=i \\ \mathbf{u}_{j} & \text { otherwise }\end{cases}
$$

This representation for $G$ is not generic any more, but it is generic if we restrict it to $G^{\prime}$.

If the generic representation $\mathbf{u}$ of $G$ admits a nonzero stress, then by Proposition 15.9 so does every other representation, in particular $\mathbf{u}^{\prime}$ admits a nonzero stress $S^{\prime}$. Consider the stress condition for $i$ :

$$
S_{i a}^{\prime}\left(\mathbf{u}_{i}^{\prime}-\mathbf{u}_{a}^{\prime}\right)+S_{i b}^{\prime}\left(\mathbf{u}_{i}^{\prime}-\mathbf{u}_{b}^{\prime}\right)+S_{i c}^{\prime}\left(\mathbf{u}_{i}^{\prime}-\mathbf{u}_{c}^{\prime}\right)=0
$$

Here $\mathbf{u}_{i}^{\prime}-\mathbf{u}_{a}^{\prime}=\frac{1}{2}\left(\mathbf{u}_{b}-\mathbf{u}_{a}\right)$ and $\mathbf{u}_{i}^{\prime}-\mathbf{u}_{b}^{\prime}=\frac{1}{2}\left(\mathbf{u}_{a}-\mathbf{u}_{b}\right)$ are parallel but $\mathbf{u}_{i}^{\prime}-\mathbf{u}_{c}^{\prime}$ is not parallel to them. So it follows that $S_{i c}^{\prime}=0$ and $S_{i a}^{\prime}=S_{i b}^{\prime}$. Defining $S_{a b}^{\prime}=S_{i a}^{\prime}$, we get a nonzero stress on $\left(G^{\prime}, \mathbf{u}\right)$, a contradiction.

Using these results, we turn to characterizing rigid graphs in the plane. Equation (15.11) implies that minimally rigid graphs (i.e., rigid graphs that cease to be rigid when any edge is deleted) are exactly the maximal graphs satisfying (GL), and they all have $2 n-3$ edges. In other words,

Corollary 15.12. A graph with $n$ nodes and $2 n-3$ edges is rigid in the plane if and only if it satisfies the Geiringer-Laman condition.

Minimal stressed graphs (i.e., graphs that are not stress-free but all their proper subgraphs are) are also worth considering.

Corollary 15.13. A graph $G$ is minimal stressed in the plane if and only if it has $2 n-2$ edges, but every proper subset $S \subset V$ spans at most $2|S|-3$ edges.

The Geiringer-Laman Theorem can be used to prove the following characterization of rigid graphs (not just the minimal ones) in the plane. Let us say that $G$ satisfies the partition condition, if for every decomposition $G=G_{1} \cup \cdots \cup G_{k}$ into the union of graphs with at least one edge, we have

$$
\begin{equation*}
\sum_{i}\left(2\left|V\left(G_{i}\right)\right|-3\right) \geq 2 n-3 \tag{15.13}
\end{equation*}
$$

Note that this condition implies that $G$ has at least $2 n-3$ edges (considering the partition into single edges).

Theorem 15.14. A graph $G$ is rigid in the plane if and only if it satisfies the partition condition.

Proof. To prove that the partition condition is necessary, consider any decomposition $G=G_{1} \cup \cdots \cup G_{k}$ into the union of graphs with at least one edge. Let $E^{\prime} \subset E$ be a smallest rigid subset. We know that $E^{\prime}$ is stress-free, and hence $E^{\prime} \cap E\left(G_{i}\right)$ is stress-free, which implies that $\left|E^{\prime} \cap E\left(G_{i}\right)\right| \leq 2 V\left(G_{i}\right)-3$ by Theorem 15.11 (here we use the easy implication $(\mathrm{a}) \Rightarrow(\mathrm{b}))$. It follows that $2 n-3=\left|E^{\prime}\right| \leq \sum_{i}\left|E^{\prime} \cap E\left(G_{i}\right)\right| \leq \sum_{i}\left(2\left|V\left(G_{i}\right)\right|-3\right)$.

To prove the converse, suppose that $G$ is not rigid, and fix any generic representation $\mathbf{u}$ of it. Let $H$ be a maximal spanning subgraph of $G$ satisfying (GL). Since $H$ is not rigid, it has fewer than $2 n-3$ edges. Similarly as in the proof of Theorem 15.11, we call a subset $S \subseteq V$ tight, if it spans $2|S|-3$ edges of $H$ (by (GL), $S$ cannot span more edges of $H$ than that). Let $S_{1}, \ldots, S_{k}$ be the maximal tight subsets of $H$. Since every adjacent pair of nodes is tight, the subgraphs $H\left[S_{i}\right]$ cover $H$. Just like in the proof of Theorem 15.11, it follows that any two subsets $S_{i}$ have at most one node in common; in particular, the induced subgraphs $G\left[S_{i}\right]$ are edge-disjoint.

For every edge $e \in E \backslash E(H)$, the graph $H+e$ does not satisfy (GL) any more, and so it contains a subset $S \subseteq V$ spanning more than $2|S|-3$ edges of $H+e$. It follows that $S$ is tight, and $e$ is spanned by $S$. So $S \subseteq S_{i}$ for some $i$, and $e$ is spanned by $S_{i}$. This means that $G\left[S_{1}\right] \cup \ldots G\left[S_{k}\right]=G$; since

$$
\sum_{i=1}^{k}\left(2\left|S_{i}\right|-3\right)=\sum_{i=1}^{k}\left|E\left(H\left[S_{i}\right]\right)\right|=|E(H)|<2 n-3
$$

this partition of $G$ violates the partition condition.
Corollary 15.15. Every minimal stressed graph is rigid in the plane.
We can derive more graph-theoretic conditions on generic stress-freeness and rigidity in the plane by combining the Geiringer-Laman condition and the partition condition with classical theorems in Tutte 1961 and Nash-Williams 1964. We state these theorems here without proof; a proof will be easy using more general results in Section 19.3.2.

Theorem 15.16. Let $G$ be a multigraph on $n$ nodes. (a) The edges of $G$ can be covered by $k$ subtrees of $G$ if and only if every subset $S \subseteq V$ spans at $k(|S|-1)$ edges. (b) $G$ contains $k$ edge-disjoint spanning trees of $G$ if and only if for every partition $\mathcal{P}$ of $V$, the number of edges connecting different classes is at least $k(|\mathcal{P}|-1)$.

Using this theorem, we obtain the following corollary:

Corollary 15.17. A graph $G$ is generically stress-free in the plane if an only if every graph obtained by doubling an edge of $G$ can be covered by two forests. A graph $G$ is generically rigid in the plane if an only if every graph obtained by doubling an edge of $G$ contains two edge-disjoint spanning trees.

We give a simpler necessary condition for rigidity in the plane as an application of Theorem 15.14 Lovász-Yemini 1982 .

Corollary 15.18. Every 6 -connected graph is rigid in the plane.
Proof. Suppose that $G$ is 6 -connected but not rigid. Then by Theorem 15.14 there exist subgraphs $G_{i}=\left(V_{i}, E_{i}\right)(i=1, \ldots, k)$ such that $G=G_{1} \cup \cdots \cup G_{k}$ and

$$
\begin{equation*}
\sum_{i=1}^{k}\left(2\left|V_{i}\right|-3\right)<2 n-3 \tag{15.14}
\end{equation*}
$$

We may assume that every $G_{i}$ is complete, since adding edges inside a set $V_{i}$ does not change (15.14). The graph itself is trivially not complete. We may also assume that every node belongs to at least two of the $V_{i}$ : deleting a node contained in one $V_{i}$ only preserves (15.14) and it is easy to see that it preserves 6 -connectivity.

We claim that

$$
\begin{equation*}
\sum_{V_{i} \ni v}\left(2-\frac{3}{\left|V_{i}\right|}\right) \geq 2 \tag{15.15}
\end{equation*}
$$

for each node $v$. Let (say) $V_{1}, \ldots, V_{r}$ be those $V_{i}$ containing $v,\left|V_{1}\right| \leq\left|V_{2}\right| \leq \ldots$ The graph is 6 -connected, hence $v$ has degree at least 6 , and so

$$
\begin{equation*}
\sum_{i=1}^{r}\left(\left|V_{i}\right|-1\right) \geq 6 \tag{15.16}
\end{equation*}
$$

Each term on the left side is at least $1 / 2$, so if $r \geq 4$, we are done. If $r=3$, then $\left|V_{3}\right| \geq 3$, and so the left side of 15.15 is at least $1 / 2+1 / 2+1=2$. If $r=2$ and $\left|V_{1}\right| \geq 3$, then the left side of $(15.15)$ is at least $1+1=2$. Finally, if $r=2$ and $\left|V_{1}\right|=2$, then $\left|V_{2}\right| \geq 6$ by (15.16), and so the left side of (15.15) is at least $1 / 2+3 / 2=2$.

Now summing 15.15 over all nodes $v$, we get

$$
\sum_{v \in V} \sum_{V_{i} \ni v}\left(2-\frac{3}{\left|V_{i}\right|}\right)=\sum_{i=1}^{k}\left(2-\frac{3}{\left|V_{i}\right|}\right) \sum_{v \in V_{i}} 1=\sum_{i=1}^{k}\left(2\left|V_{i}\right|-3\right)
$$

on the left side and $2 n$ on the right hand side, which contradicts 15.14).
It is not enough to assume that $G$ is 5 -connected. Indeed, consider any 5connected 5 -regular graph $H$ on $k>6$ nodes, split each node into 5 nodes of degree 1 , and attach a copy of $K_{5}$ to these nodes, to get a graph $G$ (Figure 15.7). Clearly $G$ is 5 -connected. We claim it is not rigid in the plane. Indeed, from each copy of $K_{5}$ we can remove 3 edges so that it remains rigid, and so the remaining graph $G^{\prime}=\left(V, E^{\prime}\right)$ is rigid if $G$ is. But $n=5 k$, and

$$
\left|E^{\prime}\right|=7 k+|E(H)|=10 k-\frac{1}{2} k<10 k-3=2 n-3
$$

showing that $G^{\prime}$ is not rigid in the plane.


Figure 15.7. Two 5-connected graphs that are not rigid in the plane.
15.3.2. Generic rigidity in higher dimension. A 3-dimensional analogue of the Geiringer-Laman Theorem, or of Theorem 15.14, is not known. It is not even known whether there is a positive integer $k$ such that every $k$-connected graph is rigid in 3 -space. One indication why an approach similar to the planar one fails can be illustrated by the following example.

Example 15.19. Consider the graph $G$ obtained by gluing together two copies of $K_{5}$ along an edge $a b$, and then removing this edge (Figure 15.8). This graph is clearly not rigid in 3 -space: in every generic representation $\mathbf{u}$ we can rotate one copy of $K_{5}$ along the line $\mathbf{u}_{a} \mathbf{u}_{b}$ while keeping the other fixed. On the other hand, its number of edges is $18=3 \cdot 8-\binom{4}{2}$, which is "just right", so this graph is stressed. But all of its subgraphs $H$ have at most $3|V(H)|-6$ edges, and so the existence of a stress on $(G, \mathbf{u})$ does not follow by counting dimensions. This graph is a minimal stressed graph, showing that Corollary 15.15 does not remain valid in 3 -space.


Figure 15.8. A nonrigid graph in 3-space.

Condition (GL) generalizes to any dimension, as a necessary condition for stress-freeness:
(GL-d) Every set $S \subseteq V$ with $k=|S| \geq d$ spans at most $d k-\binom{d+1}{2}$ edges.
Example 15.19 shows that this condition is not sufficient for $d=3$ (and it is easy to generalize this counterexample to all $d \geq 3$ ).

While a complete characterization of stress-free or rigid generic frameworks in higher dimension is not available (it may not exist at all), there are a number of interesting and highly nontrivial results, which we will discuss in the rest of this section.

Remark 15.20. Let us add a discussion of the complexity theoretic aspects of these characterizations. Violation of the Geiringer-Laman condition (GL) gives a simple certificate that a graph is not generically stress-free in the plane. Any sequence of Henneberg's construction building up the graph is a certificate that the graph is generically stress-free. So generic stress-freeness is in NP $\cap$ co-NP. One can use basic matroid algorithms to show that generic stress-freeness is in fact in P. Similar arguments can be given for generic rigidity of a graph in the plane.

We noted that stress-freeness of a framework can be easily tested (in polynomial time) using elementary linear algebra. This is correct if the coordinates of the points are given as rational numbers. For a generic framework, "algebraically independent transcendentals" cannot be specified in a way to facilitate computations with them, and it is not known whether the problem of deciding whether a graph is generically stress-free in dimension 3 (or in any larger dimension) is in P .

Generic stress-freeness of a graph is a property that is in NP for every dimension. One can use the Schwartz-Zippel Lemma 3.12, similarly is in Section 3.3.3 to show that a generically stress-free graph has a stress-free realization with rational coordinates whose numerators and denominators have polynomially bounded numbers of digits. This realization can serve as certificate, whose validity can be easily checked. It is not known, however, how to certify that a generic realization is not stress-free; more generally, it is not known whether generic stress-freeness of a graph is in co-NP for dimensions 3 or larger.
15.3.3. Genericity and finite motions. For generic frameworks, there is no difference between infinitesimal nonrigidity and flexibility Asimow-Roth 1978:

Theorem 15.21. A generic framework is infinitesimally rigid if and only if it is locally rigid.

Proof. Lemma 15.5 implies the "only if" part. The proof of the "if" part is quite similar to the proof of Lemma 15.7. Suppose that the generic framework $(G, \mathbf{u})$ is not infinitesimally rigid in $\mathbb{R}^{d}$, we want to show that it has a proper flexing. The key step is to show that there is a vector labeling $\mathbf{v}$ whose entries can be expressed as polynomials of the node positions so that $\mathbf{v}(\mathbf{x})$ is an infinitesimal motion for every vector labeling $\mathbf{x}$ in a neighborhood of $\mathbf{u}$, and $\mathbf{v}(\mathbf{u})$ is not a rigid infinitesimal motion.

For every minimal set $C$ of linearly dependent columns of the rigidity matrix $R f=R_{G, \mathbf{u}}$, there is a nonzero infinitesimal motion $\mathbf{v}_{C}$ whose support is $C$. Note that $\mathbf{v}_{C}$ is uniquely determined up to a scalar factor, and every infinitesimal motion is a linear combination of the vector labelings $\mathbf{v}_{C}$ belonging to minimal dependent sets $C$ of columns. Therefore there is a minimal dependent set $C$ for which $\mathbf{v}_{C}$ is not a rigid motion. From Cramer's Rule it follows that the entries of $\mathbf{v}_{C}$ can be chosen as polynomials $\mathbf{w}_{i}(\mathbf{u})$ of the entries of $\mathbf{u}$ with integral coefficients.

The equation $\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)^{\top}\left(\mathbf{w}_{i}(\mathbf{u})-\mathbf{w}_{j}(\mathbf{u})\right)=0$ is an algebraic equation in the entries of $\mathbf{u}$, and so the assumption that these entries are algebraically independent implies that it holds identically in $\mathbf{u}$. In other words, if we define $\mathbf{w}_{j}(\mathbf{x})$ for every labeling $\mathbf{x}: V \rightarrow \mathbb{R}^{d}$ using the same polynomials as in $\mathbf{v}_{C}$, then and so $\mathbf{w}(\mathbf{x})$ is an infinitesimal motion of $(G, \mathbf{x})$ for every $\mathbf{x}$. Trivially, $\mathbf{v}=\mathbf{w}(\mathbf{u})$ is not a rigid infinitesimal motion.

From here, we conclude just as in the proof of Lemma 15.7
15.3.4. Genericity and edge lengths. The following theorem, adopted from Connelly 2005, connects edge-lengths and stress-freeness.

Theorem 15.22. (a) A generic framework is stress-free if and only if its edgelengths are algebraically independent. (b) Every framework with algebraically independent edge-lengths is stress-free.

Proof. (a) Assume that the edge-lengths are algebraically dependent; then there is a polynomial $F\left(x_{e}: e \in E\right)$ with rational coefficients that is not identically zero, but

$$
\begin{equation*}
F\left(\ldots,\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|^{2}, \ldots\right)=0 \tag{15.17}
\end{equation*}
$$

(where $\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|^{2}$ is substituted for the variable $x_{i j}, i j \in E$ ). Consider such a polynomial $F$ with minimum degree. Since the coordinates of the $\mathbf{u}_{i}$ are algebraically independent, 15.17 holds identically for any choice of representing vectors $\mathbf{u}$. Differentiating with respect to the coordinates of $\mathbf{u}_{i}$, we get the equation

$$
\begin{equation*}
\sum_{j \in N(i)} F_{i j}\left(\ldots,\left|\mathbf{u}_{s}-\mathbf{u}_{t}\right|^{2}, \ldots\right)\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)=0 \tag{15.18}
\end{equation*}
$$

(here $F_{i j}$ is the derivative of $F$ according to the variable $x_{i j}$ ). Since $F$ is a nonconstant polynomial, at least one derivative $F_{i j}$ is not identically 0 . Then $F_{i j}\left(\ldots,\left|\mathbf{u}_{s}-\mathbf{u}_{t}\right|^{2}, \ldots\right) \neq 0$, since otherwise we could replace $F$ by $F_{i j}$. But this means that $S_{i j}=F_{i j}\left(\ldots,\left|\mathbf{u}_{s}-\mathbf{u}_{t}\right|^{2}, \ldots\right)$ defines a nonzero stress on $(G, \mathbf{u})$.

Conversely, assume that the edge-length are algebraically independent. We may also assume that the representation of the graph does not lie on any affine hyperplane, since otherwise we can proceed by induction on the dimension. We may also assume that we cannot add any further edge so as to preserve this property. We can fit the framework to the coordinate system, and thereby reduce the number of algebraically independent entries in $\mathbf{u}$ to $n d-\binom{d+1}{2}$; this implies that the number of edges is at most $n d-\binom{d+1}{2}$.

We claim that the framework is infinitesimally rigid. Suppose not, then by Theorem 15.21 it has a flexing. During this, the distance of at least one nonadjacent pair of nodes $(i, j)$ must change, and since it changes continuously, at some time $i$ and $j$ will have a distance that is algebraically independent of the edge lengths. Let us add this edge to create a graph $G^{\prime}$, and let $\mathbf{v}: V \rightarrow \mathbb{R}^{d}$ be the node positions at this time. Since we could not add the edge $i j$ to $G$ in its original position, the distance $\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|$ must be algebraically dependent on the edge-lengths of $G$. This determines an algebraic relation between the entries of $\mathbf{u}$, and since it is generic, this algebraic relation must hold for all node positions, in particular when substituting $\mathbf{v}$ for $\mathbf{u}$, a contradiction.

Thus the framework is infinitesimally rigid. This implies that the number of edges must be exactly $d n-\binom{d+1}{2}$, and they cannot carry a stress by 15.11). This completes the proof of (a).
(b) This part of the proof uses deeper tools than those used before. Fix the graph $G$, and consider the squared-edge-length map $f: \mathbb{R}^{d \times V}$ defined by 15.12 . The framework $(G, \mathbf{u})$ is stress-free if and only if the rank of $D f(\mathbf{u})$ is $m$. We know by (a) that this occurs when $\mathbf{u}$ is generic. So the maximum rank of $D f(\mathbf{u})$, over all vector labelings $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$, is equal to $m$. Furthermore, a vector $\mathbf{w} \in \mathbb{R}^{E}$ of squared edge-lengths is realized by some framework $(G, \mathbf{u})$ carrying a nonzero stress
if and only if it is a critical value of the map $f$. By Sard's Theorem Sard 1942, the set of such vectors $\mathbf{w}$ has measure 0 in $\mathbb{R}^{E}$.

On the other hand, consider the set of "bad" realizations (critical points of $f$ ) $K=\{\mathbf{u}: \operatorname{rk}(D f(\mathbf{u}))<m\}$. It is clear that this is a real algebraic variety over the rationals: the condition $\operatorname{rk}(D f(\mathbf{u}))<m$ is equivalent to saying that $\operatorname{det}(N)=0$ for all $m \times m$ subdeterminants $N$ of $R$. Hence the set $\{(\mathbf{u}, f(\mathbf{u})): \mathbf{u} \in K\}$ is an algebraic variety over the rationals as well. By the Tarski-Seidenberg theorem on semialgebraic sets, the set $f(K)$ is semialgebraic over the rationals, i.e., it can be described as $L_{1} \cup \cdots \cup L_{s}$, where each $L_{i}$ is the solution set of a finite system of polynomial equations and strict polynomial inequalities with rational coefficients.

Now assume that the given linkage $(G, \ell)$ has a realization $(G, \mathbf{u})$ with a nonzero stress. This means that there is a $\mathbf{w} \in f(K)$, where $\mathbf{w} \in \mathbb{R}^{E}$ is defined by $w_{e}=$ $\ell(e)^{2}$. Since the entries of $\ell$ are algebraically independent, so are the entries of $\mathbf{w}$, and it follows that they cannot satisfy any nontrivial polynomial equation with rational coefficients. So $\mathbf{w} \in L_{i}$ for some $L_{i}$ that is defined by strict polynomial inequalities. But this means that $\ell$ is an interior point of $f(K)$, which implies that $f(K)$ has positive measure, a contradiction.

This theorem implies a purely algebraic characterization of generic stressfreeness of a graph $G$. Consider $d n$ variables $x_{i \nu}(i=1, \ldots, n ; \nu=1, \ldots, d)$ and the polynomials

$$
p_{i j}=\sum_{\nu=1}^{d}\left(x_{i \nu}-x_{j \nu}\right)^{2} \quad(i j \in E) .
$$

Corollary 15.23. A graph $G$ is generically stress-free in $\mathbb{R}^{d}$ if and only if the polynomials $p_{i j}(i j \in E)$ are algebraically independent.

Combining parts (a) and (b) of Theorem 15.22 , we see that if a generic framework is stress-free, then every other realization of the same linkage is stress-free as well. An important and surprising generalization of this fact was proved in Connelly 2005: If we consider a generic framework ( $G, \mathbf{u}$ ) and another (not necessarily generic) realization ( $G, \mathbf{v}$ ) of the same linkage, then not only are their stress spaces simultaneously nonempty, and (as it also follows) not only have they the same dimension, but these stress spaces are equal as linear subspaces of $\mathbb{R}^{E}$. (Figure 15.9 shows that this conclusion does not remain valid without the genericity assumption.)

Lemma 15.24. Let $(G, \mathbf{u})$ and $(G, \mathbf{v})$ be two realizations of the same linkage in $\mathbb{R}^{d}$, and assume that one of them is generic. Then $\operatorname{Str}(G, \mathbf{u})=\operatorname{Str}(G, \mathbf{v})$.

Proof. Let $(G, \mathbf{u})$ be generic, and let $\left(G^{\prime}, \mathbf{u}\right)$ be a maximal stress-free subgraph of $(G, \mathbf{u})$. Then $\operatorname{dim}\left(\operatorname{Str}\left(G^{\prime}+e, \mathbf{u}\right)\right)=1$ for every $e \in E \backslash E\left(G^{\prime}\right)$; let $S^{e}$ be a nonzero stress on $\left(G^{\prime}+e, \mathbf{u}\right)$. Trivially, $S^{e}$ is not zero on the edge $e$; this implies that the stresses $S^{e}\left(e \in E \backslash E\left(G^{\prime}\right)\right)$ are linearly independent. It also follows that they generate $\operatorname{Str}(G, \mathbf{u})$ : Let $S$ be any stress on $(G, \mathbf{u})$, then there is a linear combination $\sum_{e} a_{e} S^{e}$ that matches $S$ on the edges in $E \backslash E\left(G^{\prime}\right)$, and so the stress $S-\sum_{e} a_{e} S^{e}$ is supported on $E\left(G^{\prime}\right)$. Since $\left(G^{\prime}, \mathbf{u}\right)$ is stress-free, it follows that $S=\sum_{e} a_{e} S^{e}$.

Our next goal is to show that every $S^{e}$ is a stress on $\left(G^{\prime}+e, \mathbf{v}\right)$ as well. Theorem 15.22 implies that the edge lengths of $\left(G^{\prime}+e, \mathbf{u}\right)$ are algebraically dependent. Using this, the stress $S^{e}$ can be constructed on $\left(G^{\prime}+e, \mathbf{u}\right)$ just like in the proof of Theorem

(a)

(b)

(c)

(d)

Figure 15.9. (a)-(b) Two realizations of the same linkage in the plane, only one of which has a stress: (a) is stress-free; (b) has an infinitesimal motion as shown, and therefore it carries a stress. (c)(d) Two realizations of the same linkage in the plane with different stress spaces. The graph $K_{4,3}$ has 7 nodes and $12>2 \cdot 7-3$ edges, and so every realization in the plane has a stress. The values of any stress on the three edges incident with the black node must have the same sign in (d), but not in (c).
15.22 (a), using 15.18 . Note, however, that 15.18 is an identity, and so it holds true when we replace the coordinates of $\mathbf{u}$ by the coordinates of $\mathbf{v}$ :

$$
\sum_{j: i j \in E\left(G^{\prime}+e\right)} F_{i j}\left(\ldots,\left|\mathbf{v}_{s}-\mathbf{v}_{t}\right|^{2}, \ldots\right)\left(\mathbf{v}_{i}-\mathbf{v}_{j}\right)=0
$$

But $\mathbf{v}$ realizes the same linkage as $\mathbf{u}$, and so $\left|\mathbf{v}_{i}-\mathbf{v}_{j}\right|=\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|$ for every edge $i j$ of $G$. So this equation gives the same nonzero stress $S^{e}$ on $\left(G^{\prime}+e, \mathbf{v}\right)$ as on $\left(G^{\prime}+e, \mathbf{u}\right)$. As mentioned above, the framework $\left(G^{\prime}, \mathbf{v}\right)$ is stress-free, so this is a unique stress on $\left(G^{\prime}+e, \mathbf{v}\right)$. By the same argument as above, the stresses $S^{e}$ generate $\operatorname{Str}(G, \mathbf{v})$, which proves the lemma.

### 15.4. The realization space

What can we say about the space of all realizations of a linkage, at least in the generic case? Sharpening results of Hendrickson 1992], the following theorem Jackson-Keevash 2011] asserts that the realization space of a generic framework is a smooth manifold. To see that this statement is far from obvious, let us have a look at the simple example of a parallelogram in the plane with a triangle attached (Figure 15.10). To factor out congruences, let us nail down the vertices of the bottom triangle. (The space of all realizations could be obtained as the product of this space with $\mathbb{R}^{2} \times S^{1} \mathbb{Z}_{2}$, taking into account the isometric transformations.) In a typical position, the parallelogram can be deformed in two directions. But in the special position when it is collinear, there are four possible directions we can deform it. So the realization space is not a manifold, but the union of four arcs connecting the two collinear realizations.

Theorem 15.25. The space of realizations of a linkage defined by a generic framework $(G, \mathbf{u})$ in $\mathbb{R}^{d}$ is a smooth manifold of dimension $\operatorname{dim}\left(\operatorname{lnf}_{G, \mathbf{u}}\right)$.

Proof. Let $t=\operatorname{rk}\left(R_{G, \mathbf{u}}\right)$. Since $(G, \mathbf{u})$ is generic, we have $\operatorname{rk}\left(R_{G, \mathbf{v}}\right) \leq$ $\operatorname{rk}\left(R_{G, \mathbf{u}}\right)=t$ for every vector labeling $\mathbf{v}$. By Lemma 15.24 and 15.11 , we have $\operatorname{rk}\left(R_{G, \mathbf{v}}\right)=t$ for every vector labeling $\mathbf{v}$ realizing the linkage $\left(G, \ell_{\mathbf{u}}\right)$. The matrix


Figure 15.10. Motions of a parallelogram with a triangle attached do not form a manifold. The triangle is fixed; this factors out isometries.
$R_{G, \mathbf{v}}$ is the Jacobian of the map $f(\mathbf{v})=\left(\left|\mathbf{v}_{i}-\mathbf{v}_{j}\right|^{2}: i j \in E\right)$, and so it has maximum rank $t$ for every $\mathbf{v} \in f^{-1}\left(\ell_{\mathbf{u}}\right)$. By basic differential geometry, this implies that $f^{-1}\left(\ell_{\mathbf{u}}\right)$ is a smooth manifold of dimension $n d-t$.

Theorem 15.25 is not quite what we would like to see: we don't want to distinguish between congruent frameworks. Define a reduced realization as an equivalence class of congruent realizations. Is the space of reduced realizations (endowed with a metric in the natural way) still a manifold? We must be careful, as shown by the following example.
Example 15.26. Consider a path of length 2 with nodes $a, b, c$ (in this order), where the two edges have algebraically independent lengths $\alpha$ and $\beta$. Any 2dimensional realization of this linkage can be encoded by specifying the position of $b$, and the two angles formed by the edges with the positive axis. So the realization space is $\mathbb{R}^{2} \times S^{1} \times S^{1}$, a nice 4 -dimensional manifold.

If we identify congruent realizations, then we can uniquely describe a reduced realization $\mathbf{u}$ by the distance of $\mathbf{u}_{a}$ and $\mathbf{u}_{c}$, which fill the interval $[|\alpha-\beta|, \alpha+\beta]$. So the reduced realization space is homeomorphic to a segment, which is not a manifold. Notice that the trouble (violation of the manifold property) is caused by those realizations that are collinear.

Theorem 15.27. The space of reduced full-dimensional realizations of a linkage defined by a generic framework $(G, \mathbf{u})$ in $\mathbb{R}^{d}$ is a differentiable manifold of dimension $\operatorname{dim}\left(\operatorname{lnf}_{G, \mathbf{u}}\right)-\binom{d+1}{2}$.

The linkage may or may not have realizations in a lower dimension, but if it does, these are excluded from consideration.

Proof. The proof combines the proof method of Theorem 15.25 with standard techniques in differential geometry, and we give a sketch only. Select an ordered set $S=\left(s_{0}, \ldots, s_{d}\right)$ of $d+1$ nodes, and consider all vector labelings in which these nodes are affine independent. We can fit $S$ to the coordinate system; this selects a particular labeling from each equivalence class of congruent labelings. The set of all vector labelings with $S$ fitted to the coordinate system is described by $d n-\binom{d+1}{2}$ variables, $d$ of which are restricted to the positive semiline.

By the same argument as above, the realizations $\mathbf{v}$ of $\left(G, \ell_{\mathbf{u}}\right)$ in which $\mathbf{v}(S)$ is affinely independent is a $t$-dimensional manifold $M_{S}$. For realizations in which both of two $(d+1)$-sets of nodes $S$ and $S^{\prime}$ are labeled by affinely independent vectors, congruent realizations in the manifolds $M_{S}$ and $M_{S^{\prime}}$ can be identified, and the identification maps are smooth. So the manifolds $M_{S}$ form an atlas of charts, endowing the reduced realization space with a differentiable structure.

Since the space of all realizations is trivially compact, we get a stronger statement if every realization is full-dimensional.

Corollary 15.28. If the linkage defined by a generic framework ( $G, \mathbf{u}$ ) in $\mathbb{R}^{d}$ has no realization in $\mathbb{R}^{d-1}$, then the space of all reduced realizations in $\mathbb{R}^{d}$ is a compact differentiable manifold of dimension $\operatorname{dim}\left(\operatorname{lnf}_{G, \mathbf{u}}\right)-\binom{d+1}{2}$.

### 15.5. Global rigidity

Let us recall that a framework in $\mathbb{R}^{d}$ is globally rigid, if every other realization of the same linkage in $\mathbb{R}^{d}$ is congruent to it. In other words, the distances between adjacent nodes determine the distances between nonadjacent nodes.

There are a large number of applied problems which can be modeled using the concept of global rigidity rather than local or infinitesimal rigidity. As an example, suppose we have a number of sensors scattered in the plane or in space. These could be ships on the ocean, or animals with embedded chips, or perhaps, in the future, diagnostic nano-devices in the body. We are able to measure the distance between some pairs (say, by the delay of radio signals), and would like reconstruct their geometric positions. This can be done if and only if the framework of the devices as nodes and the measured distances as edges is globally rigid.

One expects that global rigidity is more difficult to handle than local rigidity, since two different realizations of the same linkage may not be continuously movable into each other, and so analytic tools like differentiation are not available here. This is indeed true, but there is a surprising variety of nontrivial results on global rigidity, of which we give a sampler.

Let us warm up with the 1-dimensional case. Trivially, a disconnected graph is not rigid on the line in any sense, and it is not hard to see that every connected graph is locally and infinitesimally rigid with any representation. Global rigidity is more complicated. Our first observation is that if $G$ has a cutnode $a$, and so we can write $G=G_{1} \cup G_{2}$ where $V\left(G_{1}\right) \cap V\left(G_{2}\right)=\{a\},\left|V\left(G_{i}\right)\right|>1$, then from any representation $(G, \mathbf{u})$ we can create another representation $\left(G, \mathbf{u}^{\prime}\right)$ by reflecting the nodes of $G_{1}$ in $u_{a}$. This shows that no representation can be globally rigid unless either all nodes of $G_{1}$ or all nodes of $G_{2}$ are represented by the same point.

Assume that $G$ is 2 -connected. Even if the nodes are represented by different points, global rigidity does not follow.

Example 15.29. Consider a quadrilateral on nodes $V\left(C_{4}\right)=\{a, b, c, d\}$ (in this cyclic order), and its 1 -dimensional representation $u_{a}=0, u_{b}=1, u_{c}=3, u_{d}=2$ (Figure 15.11). Since $C_{4}$ is connected, this representation is locally and infinitesimally rigid. Mapping the nodes to $v_{a}=2, v_{b}=3, v_{c}=1, v_{d}=0$, we get another realization of the same linkage, which is not congruent to the first one, since $\left|u_{a}-u_{c}\right|=3$ but $\left|v_{a}-v_{c}\right|=1$. Thus $(G, \mathbf{u})$ is not globally rigid on the line. It is easy to construct frameworks on the linea that are arbitrarily highly connected but not globally rigid (Exercise 15.13).


Figure 15.11. Even a 2-connected framework may not be globally rigid on the line. The pictures are vertically distorted to make the structure visible.

However, if $G$ is 2 -connected and the labeling $\mathbf{u}: V \rightarrow \mathbb{R}$ is generic, then the framework will be globally rigid on the line. The proof of this fact is left to the reader as Exercise 15.12 .

One might expect that if a linkage is not globally rigid, i.e., it has two incongruent realizations, then one can obtain a second realization by slightly deforming the first one; in other words, the framework is flexible. This is, however, not the case, as 1-dimensional representations of any graph with a cutnode show. (It is easy to generalize this example to higher dimensions.)

Which are the globally rigid representations of a graph? In the case of infinitesimal rigidity, generic representations (vector labelings) are the "best", in the sense that if any representation is infinitesimally rigid, then every generic representation is rigid as well. Nothing like this holds for global rigidity: for example, labeling each node of a connected graph with the same vector gives a globally (even universally) rigid representation, but of course the graph need not be globally rigid (or even locally rigid) in a generic representation. We have seen examples of globally rigid but not infinitesimally rigid graphs in Figures 15.2 and 15.3 . Figure 15.12 shows that the 3 -cube graph is not globally rigid in generic position in the plane, but it has a nontrivial realization that is globally rigid.

(a)

(b)

(c)

(d)

Figure 15.12. Structure (a) is not globally rigid in the plane (flip one triangle), but adding an edge (b) we get a globally rigid framework. (c) shows a generic representation of the cube graph, which is not infinitesimally rigid (just count degrees of freedom), and hence it is flexible and so not globally rigid. Representation (d) of the cube is globally rigid; see Exercise 15.16 .

So to make the question "Does $G$ have a globally rigid representation?" meaningful, we have to impose some sort of nondegeneracy condition. Genericity is perhaps the most natural, but general position will be another interesting case.
15.5.1. Global rigidity up to an affine transformation. Before starting with the analysis of global rigidity, let us discuss a weaker version of it. We say that a framework $(G, \mathbf{u})$ in $\mathbb{R}^{d}$ is globally rigid up to an affine transformation, if for every vector labeling $\mathbf{v}: V \rightarrow \mathbb{R}^{d}$ realizing the same linkage, there is an affine
transformation $A$ of the space such that $\mathbf{v}_{i}=A \mathbf{u}_{i}$. Note that the definition of global rigidity only differs in that it requires $A$ to be an isometry.

Example 15.30. Figure 15.13 shows a rather trivial example in the plane. Note, however, that a noncongruent affine transformation in the plane preserves the length of segments in at most two directions. So all examples in the plane are similar to this one.


Figure 15.13. A planar framework whose edge lengths are preserved by a noncongruent affine transformation. The edges are curved in order to show the structure.

One feels that rigidity up to affine transformations is quite close to global rigidity, but it is not so easy to handle the connection. We start with a rather simple characterization Connelly 1982. Let us say that in a framework $(G, \mathbf{u})$ in $\mathbb{R}^{d}$ the edge directions lie on a conic at infinity, if there is a symmetric nonzero matrix $Q \in \mathbb{R}^{d \times d}$ such that $\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)^{\top} Q\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)=0$ for every edge $i j \in E$. We say that this conic is defined by $Q$.

Lemma 15.31. A framework $(G, \mathbf{u})$ has a noncongruent affine image that preserves the edge lengths if and only if the edge directions lie on a conic at infinity.

Another way of interpreting this condition is that there is a noncongruent infinitesimal motion where the velocities $Q \mathbf{u}_{i}$ depend linearly on the positions $\mathbf{u}_{i}$.

Proof. Suppose that $(G, \mathbf{v})$ is an affine image of $(G, \mathbf{u})$, realizing the same linkage, but not congruent to $(G, \mathbf{u})$. In other words, there is an affine transformation $A$ of $\mathbb{R}^{d}$ such that $\mathbf{v}_{i}=A \mathbf{u}_{i}$ for all nodes $i$, but $A$ is not a congruence. We may assume (by translation) that $A$ is a homogeneous linear transformation. Since $A$ preserves the lengths of edges, we have $\left|A\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)\right|=\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|$ for every edge $i j$, which can be written as $\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)^{\top}\left(A^{\top} A-I\right)\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)=0$. Since $A$ is not an orthogonal matrix, $Q=A^{\top} A-I \neq 0$ defines the conic at infinity.

The converse follows by a similar argument.
The matrix $Q$, defining the conic at infinity, has some further useful properties. Let $S$ be any stress on $(G, \mathbf{u})$. For every node $i$, we have

$$
\sum_{j} S_{i j}\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)^{\top} Q\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)=0
$$

since every term is zero. Expanding, we have

$$
\left(\sum_{j} S_{i j}\right) \mathbf{u}_{i}^{\top} Q \mathbf{u}_{i}-2 \mathbf{u}_{i}^{\top} Q\left(\sum_{j} S_{i j} \mathbf{u}_{j}\right)+\sum_{j} S_{i j} \mathbf{u}_{j}^{\top} Q \mathbf{u}_{j} .
$$

The first two terms are zero as $S$ is a stress, so the last term must be zero as well:

$$
\begin{equation*}
\sum_{j \in V} S_{i j} \mathbf{u}_{j}^{\top} Q \mathbf{u}_{j}=0 \tag{15.19}
\end{equation*}
$$

Using a similar expansion, we get that

$$
\begin{equation*}
\sum_{j} S_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{k}\right)^{\top} Q\left(\mathbf{u}_{j}-\mathbf{u}_{l}\right)=0 \tag{15.20}
\end{equation*}
$$

for any three nodes $i, k$ and $l$. Also note that if $\mathbf{u}$ is full-dimensional, then $\left(\mathbf{u}_{i}-\right.$ $\left.\mathbf{u}_{j}\right)^{\top} Q\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right) \neq 0$ for at least one nonadjacent pair $i, j \in V$ (this is left to the reader as an exercise).

The following lemma gives some simpler conditions under which affine images that preserve the lengths of edges are automatically congruent images. The first condition was formulated in Connelly 2005, the second in Alfakih-Ye 2013]. As a motivation for condition (b) below, let us recall 14.4 ) if $(G, \mathbf{u})$ spans $\mathbb{R}^{d}$, then every stress on it has corank at least $d+1$.

Lemma 15.32. Let $(G, \mathbf{u})$ be a framework in $\mathbb{R}^{d}$, and suppose that one of the following conditions hold:
(a) $(G, \mathbf{u})$ is generic and all nodes have degree at least d.
(b) $(G, \mathbf{u})$ is in general position and carries a stress of corank $d+1$.

Then the edge directions do not lie on a conic at infinity.
Proof. Suppose that the edge directions do lie on a conic at infinity, defined by $Q$. Since the conditions are invariant under translation, we may assume that $\mathbf{u}_{a}=0$ for an appropriately chosen node $a$.
(a) We have a system of homogeneous linear equations for the entries of $Q$, and hence the existence of such a matrix $Q$ is equivalent to the vanishing of certain determinants composed of quadratic polynomials of the vectors $\mathbf{u}_{i}$. If these determinants vanish for the generic vector labeling $\mathbf{u}$, then they vanish for every vector labeling in $\mathbb{R}^{d}$. So for every other vector labeling $\mathbf{v}$, there is a symmetric nonzero matrix $M \in \mathbb{R}^{d \times d}$ such that $\left(\mathbf{v}_{i}-\mathbf{v}_{j}\right)^{\top} M\left(\mathbf{v}_{i}-\mathbf{v}_{j}\right)=0$ for every edge $i j \in E$.

Let $\mathbf{v}_{i}=\binom{1}{\mathbf{u}_{i}^{\prime}}$ be obtained by replacing the first entry of $\mathbf{u}_{i}$ by 1 for $i>1$, and let $\mathbf{v}_{1}=0$. Consider the matrix $M$ as above, and let $M^{\prime}$ be obtained from $M$ by deleting its first row and column. For every edge $i j$ with $i, j>1$, we have

$$
\left(\mathbf{u}_{i}^{\prime}-\mathbf{u}_{j}^{\prime}\right)^{\top} M^{\prime}\left(\mathbf{u}_{i}^{\prime}-\mathbf{u}_{j}^{\prime}\right)=\left(\mathbf{v}_{i}-\mathbf{v}_{j}\right)^{\top} M\left(\mathbf{v}_{i}-\mathbf{v}_{j}\right)=0
$$

Since the graph $G \backslash 1$ has degrees at least $d-1$, and $\mathbf{u}^{\prime}$ is a generic vector labeling of it in dimension $d-1$, it follows by induction that $M^{\prime}=0$. This means that we can write $M=\mathbf{b e}_{1}^{\top}+\mathbf{e}_{1}^{\top} \mathbf{b}$ with some nonzero vector $\mathbf{b}$, and so $\mathbf{v}_{i}^{\top} M \mathbf{v}_{i}=2\left(\mathbf{b}^{\top} \mathbf{v}_{i}\right)\left(\mathbf{e}_{1}^{\top} \mathbf{v}_{i}\right)=2\left(\mathbf{b}^{\top} \mathbf{v}_{i}\right)$. For $i \in N(1)$, we have

$$
\mathbf{v}_{i}^{\top} M \mathbf{v}_{i}=\left(\mathbf{v}_{i}-\mathbf{v}_{1}\right)^{\top} M\left(\mathbf{v}_{i}-\mathbf{v}_{1}\right)=0
$$

and hence $\mathbf{b}^{\top} \mathbf{v}_{i}=0$. Since any $d$ of the vectors $\mathbf{v}_{i}(i \in N(1))$ are linearly independent, this is a contradiction.
(b) Let $S$ be a stress matrix with corank $d+1$. First, note that $S$ cannot have an all-zero row; indeed, deleting such a row (say, row $i$ ) and the corresponding column, we would get a stress matrix on $(G \backslash i, \mathbf{u})$ of corank $d$, while the vectors $\mathbf{u}_{j}$ $(j \neq i)$ would still span the affine $d$-space; this would contradict 14.4).

It follows that for every node $i$, the equation $\sum_{j} S_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)=0$ provides a linear dependence between the vectors $\mathbf{u}_{j}-\mathbf{u}_{i}(j \in N(i))$, and hence (by the assumption that the representation is in affinely general position) there must be at least $d+1$ terms with nonzero coefficients. Hence the degree of each node is at least $d+1$. In particular, the vectors $\mathbf{u}_{j}-\mathbf{u}_{i}(j \in N(i))$ must span $\mathbb{R}^{d}$.

Now suppose that the edge directions lie on a conic at infinity defined by the symmetric nonzero matrix $Q$. Define $\mathbf{q} \in \mathbb{R}^{V}$ by $q_{i}=\mathbf{u}_{i}^{\top} Q \mathbf{u}_{i}$, then we have $S \mathbf{q}=0$ by (15.19). By assumption that $S$ has corank $d+1$, the vector $\mathbb{1}$ and the columns of $U^{\top}$ generate the kernel of $S$, which means that there is a vector $\mathbf{b} \in \mathbb{R}^{d}$ and a real number $\alpha$ such that $q_{i}=\mathbf{u}_{i}^{\top} Q \mathbf{u}_{i}=\mathbf{b}^{\top} \mathbf{u}_{i}+\alpha$ for every $i \in V$.

Substituting these expressions, we get for every $i$ and $j$

$$
\left(\mathbf{u}_{i}+\mathbf{u}_{j}\right)^{\top} Q\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)=\mathbf{b}^{\top}\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)
$$

Adding the equation $\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)^{\top} Q\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)=0($ valid for $i j \in E)$, we get

$$
2 \mathbf{u}_{i}^{\top} Q\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)=\mathbf{b}^{\top}\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)
$$

Since the vectors $\mathbf{u}_{j}-\mathbf{u}_{i}(i$ fixed, $j \in N(i))$ span the space, it follows that $2 Q \mathbf{u}_{i}=\mathbf{b}$ for every $i \in V$. But then the representation lies in a proper affine subspace, a contradiction.

For more on frameworks whose edge directions lie on a conic at infinity, including connections with the Strong Arnold Property and with the completion problem of semidefinite matrices, see Connelly-Gortler-Theran 2016b and Laurent-Varvitsiotis 2014.

The following lemma provides a way to prove that only affine (but not necessarily congruent) images preserve the lengths of edges.
Lemma 15.33. Let $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ and $\mathbf{v}: V \rightarrow \mathbb{R}^{d}$ be two vector labelings of the same graph $G$, and suppose that $(G, \mathbf{u})$ and $(G, \mathbf{v})$ carry the same stress $S$ with corank $d+1$. Also suppose that $(G, \mathbf{u})$ spans $\mathbb{R}^{d}$. Then $\mathbf{v}$ is an affine image of $\mathbf{u}$.

Proof. Consider a third labeling $\mathbf{w}_{i}=\binom{\mathbf{u}_{i}}{\mathbf{v}_{i}} \in \mathbb{R}^{2 d}$. Clearly $S$ remains a stress on this framework too, so by (14.4), the effective dimension of $(G, \mathbf{w})$ is at most $d$, and so there is a $d$-dimensional affine subspace $L \subseteq \mathbb{R}^{2 d}$ containing all of the vectors $\mathbf{w}_{i}$. The projection $\pi_{1}$ of $L$ to the first $d$ coordinates must be bijective. Let $\pi_{2}$ be the projection of $L$ to the last $d$ coordinates. It follows that $\pi_{1}^{-1} \pi_{2}$ is an affine map from $(G, \mathbf{u})$ onto $(G, \mathbf{v})$.
Theorem 15.34. Assume that a framework $(G, \mathbf{u})$ spanning $\mathbb{R}^{d}$ carries a stress $S$ whose matrix is negative semidefinite and has corank $d+1$. Then $(G, \mathbf{u})$ is globally rigid up to an affine transformation.

Of course, assuming that $S$ is positive semidefinite would lead to the same conclusion: just replace $S$ by $-S$.

Proof. Let $(G, \mathbf{v})$ be another realization of the framework $(G, \mathbf{u})$ in $\mathbb{R}^{d}$. Our goal is to show that $S$ is a stress on $(G, \mathbf{v})$ as well; then Lemma 15.33 will complete the proof. Since $S$ is a stress, the energy satisfies $\mathcal{E}(\mathbf{u})=0$ by (14.5), and since all edge-lengths are preserved, we have $\mathcal{E}(\mathbf{v})=\mathcal{E}(\mathbf{u})=0$. Since $S$ is negative semidefinite, the labeling $\mathbf{v}$ minimizes the energy, and so $S$ must be a stress on the framework $(G, \mathbf{v})$ as well. By Lemma 15.33 this implies that $\mathbf{v}$ is an affine image of $\mathbf{u}$.
15.5.2. Global rigidity in general position. The following condition for a graph to have globally rigid vector labelings in general position was proved in Alfakih 2017:

Theorem 15.35. A graph has a globally rigid representation in $\mathbb{R}^{d}$ in affinely general position if and only if it is either complete or $(d+1)$-connected.

Proof. The case of complete graphs is trivial, so suppose that the graph $G$ is not complete. First, suppose that $G$ has a cutset $T$ with $|T| \leq d$. Consider any general position vector labeling $\mathbf{u}$ of $V$, and let $H$ be any hyperplane containing the vectors representing $T$ but no other vector label (by the general position of the labeling, we can choose such a hyperplane $H$ ). Reflecting one of the components of $G \backslash T$ in $H$, we get another representation in which the edge lengths are the same as before, but which is not congruent. So $(G, \mathbf{u})$ is not globally rigid.

To prove the converse, let $G$ be a $(d+1)$-connected graph. By Theorem 10.9 , it has an orthogonal representation in general position in $\mathbb{R}^{n-d-1}$. Considering the Gram matrix of these vectors, we get a positive semidefinite $G$-matrix $S$ of rank $n-d-1$ such that every $(n-d-1) \times(n-d-1)$ submatrix of $S$ is nonsingular.

Next, we construct a vector $\mathbf{v} \in \operatorname{Ker}(S)$ with nonzero entries. It suffices to show that for every $i \in V$ there is a vector $\mathbf{w} \in \operatorname{Ker}(S)$ with $w_{i} \neq 0$; a "generic" linear combination of such vectors is a vector in $\operatorname{Ker}(S)$ with all coordinates different from 0. If no such vector $\mathbf{w}$ exits, then elementary linear algebra shows that $S \mathbf{a}=\mathbf{e}_{i}$ for some vector $\mathbf{a} \in \mathbb{R}^{V} . S$ is positive semidefinite, hence it can be written as $S=X^{\top} X$ for some $X \in \mathbb{R}^{(n-d-1) \times V}$, where any $n-d-1$ columns of $X$ are linearly independent. Let $Y$ be any $(n-d-1) \times(n-d-1)$ submatrix not containing column $i$, then $\mathbf{e}_{i}=X^{\top} X \mathbf{a}$ implies that $0=Y^{\top} X \mathbf{a}$. Since $Y$ is nonsingular, this implies that $X \mathbf{a}=0$, whence $S \mathbf{a}=X^{\top} X \mathbf{a}=0$, a contradiction.

Scaling the rows and columns of $S$ if necessary, we may assume that $\mathbf{v}=\mathbb{1}$, so $S \mathbb{1}=0$. We can extend $\mathbb{1}$ by $d$ further column vectors in $\mathbb{R}^{n}$ to a basis of $\operatorname{Ker}(S)$, and combine these to a single matrix $W$ such that $S W=0$. The columns of $W^{\top}$ have the form $\mathbf{w}_{i}=\binom{1}{\mathbf{u}_{i}}\left(i \in V, \mathbf{u}_{i} \in \mathbb{R}^{d}\right)$, and so $S W=0$ means that $S$ is a stress matrix on the vector labeling $\mathbf{u}$ of $G$. So $(G, \mathbf{u})$ carries a positive semidefinite stress of rank $n-d-1$, and hence it is globally rigid up to an affine transformation.

If $(G, \mathbf{u})$ is not globally rigid, then its edge directions lie on a conic at infinity, defined by a matrix $Q \in \mathbb{R}^{d \times d}$. By 15.20 ,

$$
\sum_{j} S_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{k}\right)^{\top} Q\left(\mathbf{u}_{j}-\mathbf{u}_{k}\right)=0
$$

for every $i$ and $k$. Choose $k$ so that $\left(\mathbf{u}_{j}-\mathbf{u}_{k}\right)^{\top} Q\left(\mathbf{u}_{j}-\mathbf{u}_{k}\right) \neq 0$ for at least one $j$, then the columns of $S$ corresponding $j \in \bar{N}(k)$ are linearly dependent. Since the number of these entries is at most $n-d-1$, this contradicts the choice of $S$. Thus $(G, \mathbf{u})$ is globally rigid.

What remains is to argue that any $d+1$ of the vectors $\mathbf{u}_{i}$ are affine independent, or equivalently, any $d+1$ of the vectors $\mathbf{w}_{i}$ are linearly independent. Suppose not, then there is a nonzero linear combination $\mathbf{b}=W \mathbf{a}$ of the columns of $W$ that has $d+1$ zeroes; but then $S \mathbf{b}=S W \mathbf{a}=0$, which shows that $S$ has $n-d-1$ linearly dependent columns, a contradiction.
15.5.3. Generic global rigidity. We say that a graph is generically globally rigid, if it is globally rigid for every generic vector labeling. It turns out that it
would suffice to require this for a single generic vector labeling; this is a nontrivial fact Gortler-Healy-Thurston 2010], whose proof we do not reproduce here. Figure 15.14 illustrates some of the difficulties.

(b)

(c)

Figure 15.14. Three generic frameworks in the plane with the same graph; (a) and (b) realize the same linkage. Three more frameworks are obtained by flipping the black node over the line connecting its neighbors, so neither one of these is globally rigid.
(c) cannot be realized so that the two triangles do not overlap. So
(a) has four noncongruent realizations, (c) has only two.

In the case of generic frameworks, one can give a full characterization of global rigidity in terms of the existence of appropriate stresses. The "if" part of the following theorem was proved in Connelly 2005, the "only if" part in Gortler-Healy-Thurston 2010. The proof of the "only if" part, which extends the methods of the proof of Hendrickson's Theorem below, will not be reproduced here.

Theorem 15.36. A generic framework $(G, \mathbf{u})$ in $\mathbb{R}^{d}$ with at least $d+2$ nodes is globally rigid if and only if it carries a stress $S$ whose matrix has corank $d+1$.

Proof. (Sufficiency.) Again, we consider another realization ( $G, \mathbf{v}$ ) of the framework $(G, \mathbf{u})$ in $\mathbb{R}^{d}$. By Lemma $15.24, S$ is a stress on the framework $(G, \mathbf{v})$ as well, and so by Lemma 15.33 , $(G, \mathbf{v})$ is an affine image of $(G, \mathbf{u})$. Lemma 15.32 (b) completes the proof.

While this theorem gives an interesting and nontrivial condition for generic global rigidity, this condition is not easy to verify. It is related to two simpler algorithmic problems that are notorious for their unknown complexity: as we have seen, no polynomial time algorithm is known to decide whether a generic framework carries a stress, and no polynomial time algorithm is known to determine the maximum rank in a linear space of matrices (in this case, in the space of stresses). However, the methods developed for these two problems do yield a randomized polynomial time algorithm to determine whether a graph is globally rigid in $\mathbb{R}^{d}$ (see Exercise 15.15).

From these considerations, it follows that more combinatorial necessary and/or sufficient conditions for generic global rigidity are valuable. There is a nontrivial necessary condition for global rigidity Hendrickson 1992 , which reveals that generic global rigidity is related to generic (local) rigidity in interesting ways.

Theorem 15.37. If a graph $G$ on at least $d+2$ nodes is generically globally rigid in $\mathbb{R}^{d}$, then it is $(d+1)$-connected and deleting any edge it remains generically rigid in $\mathbb{R}^{d}$.

Proof. The first condition follows from (the easy part of) Theorem 15.35
To prove the second, suppose that $G^{\prime}=G \backslash e$ is not rigid for some edge $e=$ $a b \in E$. This means that for some (or any) generic labeling $\mathbf{u}$ in $\mathbb{R}^{d}$, the framework $\left(G^{\prime}, \mathbf{u}\right)$ is not infinitesimally rigid. Since $(G, \mathbf{u})$ is infinitesimally rigid, it follows that $\operatorname{rk}\left(R_{G, \mathbf{u}}\right)=d n-\binom{d+1}{2}$ and $\operatorname{rk}\left(R_{G^{\prime}, \mathbf{u}}\right)=d n-\binom{d+1}{2}-1$.

Every realization of the linkage $\left(G^{\prime}, \ell_{\mathbf{u}}\right)$ spans $\mathbb{R}^{d}$. Indeed, let $\left(G^{\prime \prime}, \mathbf{u}\right)$ be a maximal stress-free subgraph of $\left(G^{\prime}, \mathbf{u}\right)$. Then, using that $n>d+1$,

$$
\left|E\left(G^{\prime \prime}\right)\right| \geq \operatorname{rk}\left(R_{G^{\prime \prime}, \mathbf{u}}\right)=\operatorname{rk}\left(R_{G^{\prime}, \mathbf{u}}\right)=d n-\binom{d+1}{2}-1>(d-1) n-\binom{d}{2}
$$

and hence every $(d-1)$-dimensional realization of $\left(G^{\prime \prime}, \ell_{\mathbf{u}}\right)$ would have to carry a stress, contradicting Lemma 15.24 .

By Corollary 15.28 , the space of reduced realizations of the linkage ( $G^{\prime}, \ell_{\mathbf{u}}$ ) is a compact manifold of dimension 1, i.e., it consists of one or more closed Jordan curves. Let $J$ be the curve through the congruence class of $\mathbf{u}$.

The function $f(\mathbf{x})=\left|\mathbf{x}_{a}-\mathbf{x}_{b}\right|^{2}$ is invariant under congruences, and hence it can be viewed as a (smooth) function on $J$. The vector labeling $\mathbf{u}$ cannot be a stationary point of $f$ : this would give an algebraic equation between the coordinates of $\mathbf{u}$, which would be identically true, and hence $f$ would be a constant, and moving along $J$ we would get a flexing of the whole graph $G$ (not only of $G^{\prime}$ ). Hence $\mathbf{u}$ is neither the maximizing nor the minimizing argument of $f$, and hence there is another realization $\mathbf{v}$ along $J$ such that $f(\mathbf{u})=f(\mathbf{v})$. This means that $(G, \mathbf{v})$ is a noncongruent realization of the linkage $\left(G, \ell_{\mathbf{u}}\right)$, and so $(G, \mathbf{u})$ is not globally rigid.

The converse of Theorem 15.37 is not valid Connelly 2005: $K_{5,5}$ is not globally rigid in $\mathbb{R}^{3}$, but it meets the necessary conditions in Hendrickson's Theorem. On the other hand, these conditions are sufficient in the plane Jackson-Jordán 2005. In fact, Jackson and Jordán prove the following result, quite analogous to Theorem 15.11 (for the proof, the reader is referred to the original paper.)

Theorem 15.38. For a graph $G$ on at least 4 nodes, the following are equivalent:
(a) $G$ is globally rigid in the plane;
(b) $G$ is 3-connected and deleting any edge, it remains rigid in the plane;
(c) $G$ can be obtained from $K_{4}$ by a succession of the second Henneberg constructions (H2) and edge additions.

Exercise 15.1. Prove that a framework $(G, \mathbf{u})$ is flexible on the line if and only if $G$ is disconnected.

Exercise 15.2. Prove that in the plane $i \mapsto \mathbf{e}_{1}, i \mapsto \mathbf{e}_{2}$ and $i \mapsto R \mathbf{u}_{i}$ (where $R$ denotes rotation by $90^{\circ}$ ) are infinitesimal congruences, which generate Rig. In 3 -space, $i \mapsto \mathbf{e}_{1}, i \mapsto \mathbf{e}_{2}, i \mapsto \mathbf{e}_{3}, i \mapsto \mathbf{e}_{1} \times \mathbf{u}_{i}, i \mapsto \mathbf{e}_{2} \times \mathbf{u}_{i}$ and $i \mapsto \mathbf{e}_{3} \times \mathbf{u}_{i}$ generate Rig. For which frameworks are these generators linearly independent?

Exercise 15.3. (a) Show that 15.5) defines an infinitesimal motion. (b) Let $U(t)$ $(t \in[0,1])$ be a smooth family of congruences in $\mathbb{R}^{d}$. Prove that $(d / d t)(0) \mathbf{u}=$ $\mathbf{w}+A \mathbf{u}$, where $\mathbf{w} \in \mathbb{R}^{d}$ and $A$ is a skew symmetric matrix. Conversely, every affine transformation $\mathbf{u} \mapsto \mathbf{w}+A \mathbf{u}$, where $\mathbf{w} \in \mathbb{R}^{d}$ and $A$ is a skew symmetric matrix, arises from a smooth family of congruences.
Exercise 15.4. Let $\mathbf{u}$ be a representation of $G$ in $\mathbb{R}^{d}$. Prove that a vector $\tau \in \mathbb{R}^{E}$ is in the orthogonal complement of $\operatorname{Str}(G, u)$ if and only if there are vectors $\mathbf{v}_{i} \in \mathbb{R}^{d}$ such that $\tau_{i j}=\left(\mathbf{v}_{i}-\mathbf{v}_{j}\right)^{\top}\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)$ for every edge $i j$.
Exercise 15.5. Let $(G, \mathbf{u})$ be a rigid framework that has at least one cable or strut. Prove that it has a nonzero stress.
Exercise 15.6. Let $G$ be the octahedron graph, where $V=\{1,2,3,4,5,6\}$ and $\bar{E}=\{12,34,56\}$. Consider the following vector labeling in $\mathbb{R}^{3}$ : let $\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{u}_{3}, \mathbf{u}_{4}$ be points of the unit circle (in this cyclic order) of the plane $z=0$ so that $\measuredangle\left(\mathbf{u}_{2}, \mathbf{u}_{3}\right)=\measuredangle\left(\mathbf{u}_{4}, \mathbf{u}_{1}\right)$. Let $\mathbf{u}_{5}$ and $\mathbf{u}_{6}$ be arbitrary points on the $z$-axis. Prove that $(G, \mathbf{u})$ is flexible.
Exercise 15.7. Let $\mathbf{u}, \mathbf{v}^{1}, \mathbf{v}^{2} \ldots$, be noncongruent realizations of the same linkage $(G, \ell)$, and suppose that $\mathbf{v}_{i}^{n} \rightarrow \mathbf{u}_{i}$ for all nodes. Prove that $(G, \mathbf{u})$ has a nontrivial flexing.
Exercise 15.8. Let $(G, \mathbf{u})$ be a framework and $\mathbf{v}$, an infinitesimal motion. Prove that the frameworks $(G, \mathbf{u}+\mathbf{v})$ and $(G, \mathbf{u}-\mathbf{v})$ define the same linkage (have the same edge lengths).
Exercise 15.9. Let $(G, \mathbf{u})$ be a generic framework with a stress $S$. Prove that there is a nonzero polynomial $F$ in $m$ variables $x_{i j}(i j \in E)$ such that $S_{i j}=$ $F_{i j}\left(\ldots,\left|\mathbf{u}_{s}-\mathbf{u}_{t}\right|^{2}, \ldots\right)$.
Exercise 15.10. Is the configuration space of the Peaucellier-Lipkin linkage (Example 15.1) a closed manifold?
Exercise 15.11. Prove that if linkage with algebraically independent edge lengths has a realization, then it has a generic realization.
Exercise 15.12. . Prove that a graph $G$ is generically globally rigid on the line if and only if it is 2-connected.
Exercise 15.13. For every $k \geq 1$, construct a $k$-connected framework on the line that is not globally rigid.
Exercise 15.14. Prove that if a framework $(G, \mathbf{u})$ is globally rigid up to an affine transformation, but not globally rigid, then there is a nonzero matrix $Y \in \mathbb{R}^{V \times V}$ such that $Y_{i j}=0$ for $i j \in E \cup \triangle$, and $Y S=0$ for every stress on $(G, \mathbf{u})$.
Exercise 15.15. Prove that generic global rigidity of a graph in $\mathbb{R}^{d}$ can be decided in randomized polynomial time.
Exercise 15.16. Prove that the framework in Figure 15.12 d) is globally rigid in the plane.

## CHAPTER 16

## The Colin de Verdière Number

Let $G$ be a connected simple graph. We know that (by the Perron-Frobenius Theorem) the largest eigenvalue of the adjacency matrix has multiplicity 1 . What can we say about the multiplicity of the second largest?

The eigenvalues of most graphs are all different, so the multiplicity of any of them gives any information about the graph in rare cases only. Therefore, it makes sense to try to maximize the multiplicity of the second largest eigenvalue by weighting the edges by positive numbers. The diagonal entries of the adjacency matrix do not carry any information, so we allow putting there arbitrary real numbers. The off-diagonal matrix entries that correspond to nonadjacent pairs of nodes remain 0 .

There is a technical restriction, transversality (Strong Arnold Property as defined in Section 10.5), to exclude choices of edgeweights and diagonal entries that are too degenerate.

Since we do not put any restriction on the diagonal entries, we may add a constant to the diagonal entries to shift the spectrum so that the second largest eigenvalue becomes 0 , without changing its multiplicity. The multiplicity in question is then the corank of the matrix (the dimension of its nullspace).

Finally, we multiply the matrix by -1 , to follow convention. Recall that we have met such matrices in Chapter 14 canonical braced stress matrices of 3-polytopes have all these properties (cf. Proposition 14.14).

This multiplicity, as a graph parameter, was introduced and first studied in Colin de Verdière 1986] and Colin de Verdière 1991] for a survey, see van der Holst et al. 1999. Its most interesting feature is that it is related to topological properties of the graph: for example, its value is at most 3 if and only if the graph is planar. For this book, its connection to geometric representations makes it particularly interesting. For example, we are going to show that for 3connected planar graphs, the optimizing matrices in the definition above correspond to Steinitz representations (representations as skeletons of convex 3-polytopes).

### 16.1. Basics

We continue with the formal definition. Recall that the a $G$-matrix $A$ is transversal, or has the Strong Arnold Property, if $A X \neq 0$ for every nonzero $\bar{G}$ matrix $X$ with zero diagonal.

A well-signed $G$-matrix with exactly one negative eigenvalue and with the Strong Arnold Property will be called a Colin de Verdière matrix of the graph $G$. The Colin de Verdière number $\mu(G)$ of the graph $G$ is defined as the maximum corank of any Colin de Verdière matrix of $G$.

We can formulate this problem as a minimum dimension problem for orthogonal representations-not in Euclidean space, but in Minkowski space. To define this
space, we equip the linear space $\mathbb{R}^{n}$ with an indefinite inner product

$$
\langle\mathbf{x}, \mathbf{y}\rangle=x_{1} y_{1}+\cdots+x_{n-1} y_{n-1}-x_{n} y_{n}
$$

In other words, with the matrix

$$
\Delta=\Delta_{n}=\left(\begin{array}{cc}
I_{n-1} & 0 \\
0 & -1
\end{array}\right)
$$

we have $\langle\mathbf{x}, \mathbf{y}\rangle=\mathbf{x}^{\mathbf{\top}} \Delta \mathbf{y}$. Using this formalism, every symmetric matrix $A \in \mathbb{R}$ with one negative eigenvalue can be written as a "Gram matrix": $A_{i j}=\left\langle\mathbf{u}_{i}, \mathbf{u}_{j}\right\rangle$ with appropriate vectors $\mathbf{u}_{i} \in \mathbb{R}^{d}$, where $d$ is the rank. This explains the analogies in our treatments here and in Section 10.5; but the indefiniteness of this inner product causes difficulties to be taken into account.

Example 16.1. It is clear that $\mu\left(K_{1}\right)=0$. We have $\mu(G)>0$ for every graph with at least two nodes. Indeed, we can put "generic" numbers in the diagonal of $-A_{G}$ to make all the eigenvalues different, and then we can subtract the second smallest eigenvalue from all diagonal entries to get one negative and one 0 eigenvalue. Transversality, as noted in Section 10.5.2, is automatic for matrices with corank 1.

This discussion implies the useful fact that if $G$ has at least two nodes, then it is sufficient to require that $M$ has at most one negative eigenvalue. Indeed, if $M$ is positive semidefinite, then 0 is its smallest eigenvalue, and so the Perron-Frobenius Theorem implies that it has multiplicity 1 . So the only case when dropping the condition that $M$ has a negative eigenvalue would allow larger corank is when $\mu(G)=0$, i.e., when $G=K_{1}$.

Example 16.2. For a complete graph $K_{n}$ with $n>1$ nodes, it is easy to guess $-J$ as a Colin de Verdière matrix. It is trivial that $-J$ is a well-signed $G$-matrix with one negative eigenvalue. Transversality is trivial again. The corank of $-J$ is $n-1$, and one cannot beat this, since at least one eigenvalue must be negative. Thus $\mu\left(K_{n}\right)=n-1$.
Example 16.3. Next, let us consider the graph $\bar{K}_{n}$ consisting of $n \geq 2$ isolated nodes. All entries of a Colin de Verdière matrix $M$, except for the entries in the diagonal, must be 0 . We must have exactly one negative entry in the diagonal. Trying to minimize the rank, we would like to put 0's in the rest of the diagonal, getting corank $n-1$. But this is where the Strong Arnold Property enters: we can put at most one 0 in the diagonal! In fact, assuming that (say) $M_{1,1}=M_{2,2}=0$, the matrix $X$ with

$$
X_{i, j}= \begin{cases}1, & \text { if }\{i, j\}=\{1,2\} \\ 0, & \text { otherwise }\end{cases}
$$

violates the Strong Arnold Property. (We could have appealed to Lemma 10.26.) So we must put $n-2$ positive numbers in the diagonal, and we are left with a single 0 . It is easy to check that this matrix will satisfy (M3), and hence $\mu\left(\bar{K}_{n}\right)=1$.

Example 16.4. Consider the path $P_{n}$ on $n \geq 2$ nodes, labeled $1,2, \ldots, n$ in their order on the path. Consider any Colin de Verdière matrix $M$ for $P_{n}$, and delete its first column and last row. The remaining matrix has negative numbers in the diagonal and 0's above the diagonal, and hence it is nonsingular. Thus the corank of $M$ is at most 1 . We have seen that a corank of 1 can always be achieved. Thus $\mu\left(P_{n}\right)=1$.

Example 16.5. Consider a complete bipartite graph $K_{p, q}$, where $p \geq q \geq 2$. In analogy with $K_{n}$, one can try to guess a Colin de Verdière matrix with low rank. The natural guess is

$$
M=\left(\begin{array}{cc}
0 & -J \\
-J^{\top} & 0
\end{array}\right)
$$

where $J$ is the $p \times q$ all- 1 matrix. This clearly belongs to $\mathcal{M}_{K_{p, q}}^{1}$ and has rank 2, which seems to imply $p+q-2$ for $\mu\left(K_{p, q}\right)$. But it turns out that this matrix does not have the Strong Arnold Property unless $p, q \leq 3$. In fact, consider a matrix

$$
X=\left(\begin{array}{ll}
Y & 0 \\
0 & Z
\end{array}\right)
$$

where $Y$ is a $p \times p$ symmetric matrix with 0 's in its diagonal and $Z$ is a $q \times q$ symmetric matrix with 0 's in its diagonal. The condition $M X=0$ is then equivalent to requiring that $Y$ and $Z$ have 0 row-sums. It is easy to see that this implies that $Y=Z=0$ if $p, q \leq 3$, but not if $p \geq 4$.

This establishes that $\mu\left(K_{p, q}\right) \geq p+q-2$ if $p, q \leq 3$, and equality holds here (Exercise 16.2 ; but if $p \geq 4$, then our guess for the matrix $M$ realizing $\mu\left(K_{p, q}\right)$ does not work. We will see that in this case $\mu$ will be smaller (equal to $\min \{p, q\}+1$, in fact).

Remark 16.6. There is a quite surprising fact in this last Example, which also underscores some of the difficulties associated with the study of $\mu$. The graph $K_{4,4}$ (say) has a node-transitive and edge-transitive automorphism group, and so one would expect that at least some optimizing matrix in the definition of $\mu$ will share these symmetries: it will have the same diagonal entries and the same nonzero offdiagonal entries. We have seen that an analogous statement is valid for orthogonal representations in the definition of the theta-function (Theorem 11.5). But here this is not the case: it is easy to see that this would force us to consider the matrix we discarded above. So the optimizing matrix must break the symmetry!
16.1.1. Properties. Let us summarize some basic properties of the Colin de Verdière number. We start with developing the combinatorial condition in Lemma 10.26 further for Colin de Verdière matrices.

Lemma 16.7. Let $M$ be a Colin de Verdière matrix of a graph $G$, let $S \subseteq V$, and let $M_{S}$ be the submatrix of $M$ formed by the rows and columns in $S$. If $M_{S}$ is positive semidefinite, then $\operatorname{cork}\left(M_{S}\right) \leq 3$.

Proof. Since $M_{S}$ is a well-signed positive semidefinite $G[S]$-matrix, $\operatorname{cork}\left(M_{S}\right)$ is equal to the number of connected components of $G[S]$ for which the corresponding diagonal block of $M_{S}$ is singular. Let $G_{1}, \ldots, G_{r}$ be these components of $G[S]$, and let $M_{1}, \ldots, M_{r}$ be the corresponding diagonal blocks of $M_{S}$. By the PerronFrobenius Theorem, $\operatorname{Ker}\left(M_{i}\right)$ is 1-dimensional and contains a vector $x_{i}>0$. Let $z>0$ be an eigenvector belonging to the negative eigenvalue of $M$. We extend $x_{i}$ with 0 's to a vector in $\mathbb{R}^{V}$. Then $z^{\top} x_{i}>0$, and we may scale $x_{i}$ so that $z^{\top} x_{i}=1$. The difference $x_{i}-x_{j}$ satisfies $z^{\top}\left(x_{i}-x_{j}\right)=0$, and hence it belongs to the subspace generated by the eigenvectors of $M$ with nonnegative eigenvalues. Since trivially $\left(x_{i}-x_{j}\right)^{\top} M\left(x_{i}-x_{j}\right)=0$, this implies that $M\left(x_{i}-x_{j}\right)=0$.

Now if $r \geq 4$, then $x_{1}-x_{2}$ and $x_{3}-x_{4}$ are two vectors in $\operatorname{Ker}(M)$ with disjoint supports that are not connected by any edge, contradicting Lemma 10.26 .

It is easy to see that if $G$ is a graph with at least one edge and with connected components $H_{1}, \ldots, H_{k}$, then

$$
\begin{equation*}
\mu(G)=\max \left\{\mu\left(H_{1}\right), \ldots, \mu\left(H_{k}\right)\right\} \tag{16.1}
\end{equation*}
$$

(Exercise 16.3). It follows, in particular, that if $G$ has at least one edge, and we add a new, isolated node, then $\mu(G)$ does not change. The behavior of $\mu$ under the opposite way of adding a new node is also easy to describe but a bit harder to prove.

Lemma 16.8. Let $G$ be a graph with at least one edge, and let us add a new node $v$ connected to all of the other nodes to get a graph $G^{\prime}$. Then $\mu\left(G^{\prime}\right)=\mu(G)+1$.

Proof. Let $M$ be an optimal Colin de Verdière matrix of $G$, and let $x$ be a positive eigenvector belonging to the negative eigenvalue. We may assume that $M x=-x$. Consider the matrix

$$
M^{\prime}=\left(\begin{array}{cc}
M & -x \\
-x^{\top} & x^{\top} x
\end{array}\right)
$$

(where $v$ corresponds to the last row). Clearly $M^{\prime}$ is a well-signed $G^{\prime}$-matrix. It is easy to check that it has the Strong Arnold Property: We have to check matrices of the form $X^{\prime}=\left(\begin{array}{cc}X & 0 \\ 0 & 0\end{array}\right)$, where $X$ is a nonzero $\bar{G}$-matrix with zero diagonal. For a matrix of this form $M^{\prime} X^{\prime}=0$ implies that $M X=0$, which implies that $X=0$, since $M$ has the Strong Arnold Property. It is easy to see that $\operatorname{rk}\left(M^{\prime}\right)=\operatorname{rk}(M)$, which shows that

$$
\mu\left(G^{\prime}\right) \geq \operatorname{cork}\left(M^{\prime}\right)=\operatorname{cork}(M)+1=\mu(G)+1
$$

To prove that equality holds here is a bit more cumbersome. We may assume that $\mu\left(G^{\prime}\right) \geq 3$, else the assertion is obvious. Let $M^{\prime}$ be an optimal Colin de Verdière matrix of $G^{\prime}$, then it is of the form

$$
M^{\prime}=\left(\begin{array}{cc}
M & \mathbf{u} \\
-\mathbf{u}^{\top} & t
\end{array}\right)
$$

with some vector $\mathbf{u}<0$ and real number $t$. It is clear that $M$ is a well-signed $G$-matrix. By interlacing eigenvalues, $M$ has at most one negative eigenvalue. It is easy to see that $\operatorname{cork}(M) \geq \operatorname{cork}\left(M^{\prime}\right)-1$. Assuming that $M^{\prime}$ has the Strong Arnold Property, the definition of $\mu$ and the remark in Example 16.1 imply that

$$
\mu(G) \geq \operatorname{cork}(M) \geq \operatorname{cork}\left(M^{\prime}\right)-1=\mu\left(G^{\prime}\right)-1
$$

So it suffices to prove that $M$ has the Strong Arnold Property. Let $X$ be a nonzero $\bar{G}$-matrix with zero diagonal, and suppose that $M X=0$. Then $X^{\prime}=\left(\begin{array}{cc}X & 0 \\ 0 & 0\end{array}\right)$ is a nonzero $\overline{G^{\prime}}$-matrix with zero diagonal. Computing the product

$$
M^{\prime} X^{\prime}=\left(\begin{array}{cc}
M X & 0 \\
-\mathbf{u}^{\top} X & 0
\end{array}\right)=\left(\begin{array}{cc}
0 & 0 \\
-\mathbf{u}^{\top} X & 0
\end{array}\right)
$$

we see that to get a contradiction it suffices to show that $\mathbf{u}^{\top} X=0$. This will follow if we show that $\mathbf{u}$ is in the column space of $M$, since then $\mathbf{u}=M \mathbf{v}$ with some vector $\mathbf{v}$, and so $\mathbf{u}^{\top} X=\mathbf{v}^{\top} M X=0$.

Suppose that this is not the case, then adding the column $\mathbf{u}$ to $M$ increases its rank, and adding the row $\left(\mathbf{u}^{\top}, t\right)$ increases it even further, so $\operatorname{rk}\left(M^{\prime}\right) \geq \operatorname{rk}(M)+2$,
and so $\operatorname{cork}(M) \geq \operatorname{cork}\left(M^{\prime}\right)+1$. By Interlacing Eigenvalues, this can only happen if $M$ is positive semidefinite. So cork $(M)$ is the number of those components of $G$ for which the corresponding submatrix of $M$ is singular (i.e., not positive definite). By Lemma 16.7 , there are at most 3 such components, so $\operatorname{cork}\left(M^{\prime}\right) \leq 2$, which contradicts the assumption that $\mu\left(G^{\prime}\right) \geq 3$.

Probably the most important property of $\mu$ is minor-monotonicity. The proof follows the same line of thought as for the algebraic width (see the proof of Theorem 10.33), and is not reproduced here.

Theorem 16.9. If graph $H$ is a minor of graph $G$, then $\mu(H) \leq \mu(G)$.
Example 16.10. Let $K_{p, q}^{+}$denote the graph obtained from the complete bipartite graph $K_{p, q}$ by adding all edges in the color class of size $p$. We are interested in the case $q \geq 3$. We can also think of $K_{p, q}^{+}$as taking $q$ cliques $G_{1}, \ldots, G_{k}$ with $p+1$ nodes each, selecting a $p$-subset of nodes in each, and glue these together. For $p=1$ the graph is just a star, which (as we have seen) has $\mu\left(K_{1, q}^{+}\right)=2$. For $p>1$, the graph $G$ is obtained from a star by repeatedly adding a new node and connecting it to all previous nodes, so by lemma 16.8, $\mu\left(K_{p, q}^{+}\right)=p+1$.
Example 16.11. We can settle the important example of the complete bipartite graph $K_{p, q}$, where $p \leq q$. We have seen that $\mu\left(K_{1,1}\right)=1$ and $\mu\left(K_{p, q}\right)=p+q-2$ if $2 \leq q \leq 3$. Suppose that $q \geq 4$. Since $K_{p, q} \subset K_{p, q}^{+}$, it follows that $\mu\left(K_{p, q}\right) \leq$ $\mu\left(K_{p, q}^{+}\right)=p+1$. On the other hand, contracting $p-4$ disjoint edges of $K_{p, q}$ we get a graph $H$ which can also be obtained from $K_{3,3}$ by adding $p-3$ nodes and connecting them to all other points. By Lemma 16.8, $\mu(H)=\mu\left(K_{3,3}\right)+p-3=$ $4+(p-3)=p+1$, and so by minor-monotonicity, $\mu\left(K_{p, q}\right) \geq p+1$.

Next, we study what happens to the Colin the Verdière number if the graph is decomposed along a cutset that is a clique. In other words, the graph is obtained by gluing together $k \geq 2$ graphs $G_{1}, \ldots, G_{k}$ along cliques of the same size. Can $\mu(G)$ be larger than the maximum of the $\mu\left(G_{i}\right)$ ? This can happen, as shown by Example 16.10. But in a sense this is the worst case.

Let us fix a simple graph $G$, let $S \subseteq V$ induce a clique, and let $H_{1}, \ldots H_{k}$ be the connected components of $G \backslash S$. Let $V_{i}=V\left(H_{i}\right)$, and let $G_{i}$ be the subgraph of $G$ induced by $S \cup V_{i}$. For a $G$-matrix $M$, let $M_{i}$ be the restriction of $M$ to the rows and columns of $H_{i}$. Gluing two or more graphs together along a complete subgraph of each is often called a clique-sum. So the graph $G$ is the clique sum of the graphs $H_{i}$ (along the specified cliques $H_{i}[S]$ ). The following lemma describes the behavior of the Colin de Verdière number under clique-sums.

Lemma 16.12. With the notation above,

$$
\max \left\{\mu\left(G_{1}\right), \ldots, \mu\left(G_{k}\right)\right\} \leq \mu(G) \leq 1+\max \left\{\mu\left(G_{1}\right), \ldots, \mu\left(G_{k}\right)\right\}
$$

If the upper bound is attained, then $|S|=\mu(G)-2$, and we can contract two or three of the components and delete the rest to obtain the graph $K_{\mu(G)-2,3}^{+}$.

Proof. Since every $G_{i}$ is an induced subgraph of $G$, it follows by Lemma 16.9 that $\mu(G) \geq \max \left\{\mu\left(G_{1}\right), \ldots, \mu\left(G_{k}\right)\right\}$.

To prove the upper bound, we may assume that $N\left(V_{i}\right)=S$ for all $i$, since otherwise we could replace $S$ by $N\left(V_{i}\right)$, which leads to a tighter inequality (the
discussion of the case of attaining the upper bound takes some work, which is left to the reader). The matrix $M$ has the following form:

$$
M=\left(\begin{array}{cccc}
M_{0} & N_{1} & \ldots & N_{k} \\
N_{1}^{\top} & M_{1} & & 0 \\
\vdots & & \ddots & \\
N_{k}^{\top} & 0 & & M_{k}
\end{array}\right)
$$

where the first block corresponds to $S$ and the other blocks, to $V_{1}, \ldots, V_{k}$.
We start similarly as in the proof of Lemma 16.7. Let $z$ and $x_{i}$ be eigenvectors belonging to the smallest eigenvalues of $M$ and $M_{i}$, respectively, where we extend $x_{i}$ with 0 's to a vector in $\mathbb{R}^{V}$. By the Perron-Frobenius Theorem, we have $z>0$ and $x_{i} \geq 0$ (in fact, $\left.x_{i}\right|_{V_{i}}>0$ ). This implies that $z^{\top} x_{i}>0$, and we may scale $x_{i}$ so that $z^{\top} x_{i}=1$.

The difference $x_{i}-x_{j}$ satisfies $z^{\top}\left(x_{i}-x_{j}\right)=0$, and hence it belongs to the subspace spanned by the eigenvectors of $M$ with nonnegative eigenvalue. This implies that

$$
\begin{equation*}
\left(x_{i}-x_{j}\right)^{\top} M\left(x_{i}-x_{j}\right) \geq 0 \quad(1 \leq i, j \leq k) \tag{16.2}
\end{equation*}
$$

The matrix $M_{1} \oplus \cdots \oplus M_{k}$ is a symmetric submatrix of $M$, and hence (by Interlacing Eigenvalues) it has at most one negative eigenvalue. So the matrices $M_{i}$ are positive semidefinite with at most one exception.

Case 1. One of the matrices $M_{i}$ (say, $M_{1}$ ) has a negative eigenvalue. We claim that the other $M_{i}$ are positive definite. Suppose not, and let (say) $M_{2}$ have a zero eigenvalue. Then $\left.x_{2}\right|_{V_{2}} \in \operatorname{Ker}\left(M_{2}\right)$, and hence $\operatorname{supp}\left(M x_{2}\right) \subseteq S$. Using this, we get that

$$
\left(x_{1}-x_{2}\right)^{\top} M\left(x_{1}-x_{2}\right)=x_{1}^{\top} M x_{1}<0
$$

which contradicts 16.2 .
So $M_{2}, \ldots, M_{k}$ are positive definite, and, in particular, nonsingular. We can use row operations and simultaneous column operations to annulate the submatrices $N_{i}$ and $N_{i}^{\top}$, to get the matrix

$$
\widehat{M}=\left(\begin{array}{ccccc}
M_{0}^{\prime} & N_{1} & 0 & \ldots & 0 \\
N_{1}^{\top} & M_{1} & 0 & \ldots & 0 \\
0 & 0 & M_{2} & \ldots & 0 \\
& & & \ddots & \\
0 & 0 & 0 & \ldots & M_{k}
\end{array}\right)
$$

with $M_{0}^{\prime}=M_{0}-\sum_{i \geq 2} N_{i} M_{i}^{-1} N_{i}^{\top}$. Consider the matrix

$$
M^{\prime}=\left(\begin{array}{ll}
M_{0}^{\prime} & N_{1} \\
N_{1}^{\top} & M_{1}
\end{array}\right)
$$

By the Inertia Theorem, the eigenvalues of $M$ have the same signs as the eigenvalues of the matrix $\widehat{M}$, which are clearly the eigenvalues of $M^{\prime}$ together with the eigenvalues of $M_{2}, \ldots, M_{k}$. Thus $M^{\prime}$ has one negative eigenvalue and $\operatorname{cork}(M)$ zero eigenvalues.

We claim that all off-diagonal entries of $M^{\prime}$ are nonpositive. Indeed, this holds for $M_{0}$ and $M_{1}$, and the matrices $N_{i}$ and $N_{i}^{\top}$ are nonpositive, so it suffices to argue only that the off-diagonal entries of the submatrix $M_{0}^{\prime}=M_{0}-\sum_{i \geq 2} N_{i} M_{i}^{-1} N_{i}^{\top}$ are
nonpositive; they are in fact negative. The matrix $M_{i}^{-1}$ is nonnegative by Lemma 4.14 for $i \geq 2$. Hence all entries of $N_{i} M_{i}^{-1} N_{i}^{\top}$ are nonnegative, and subtracting from $M_{0}$, the off-diagonal entries remain negative.

It follows that $M^{\prime}$ is a well-signed $G_{1}$-matrix. We claim that it has the Strong Arnold property. Indeed, let $X$ be a nonzero $\overline{G_{1}}$-matrix with zero diagonal, and suppose that $M^{\prime} X=0$. Since $S$ induces a clique, we can write

$$
X=\left(\begin{array}{cc}
0 & Y \\
Y^{\top} & Z
\end{array}\right)
$$

For any set of $V_{1} \times V_{j}$ matrices $U_{j}(j=2, \ldots, k)$, the matrix

$$
W=\left(\begin{array}{ccccc}
0 & Y & 0 & \ldots & 0 \\
Y^{\top} & Z & U_{2} & \ldots & U_{k} \\
0 & U_{2}^{\top} & 0 & \ldots & 0 \\
& \vdots & & & \\
0 & U_{k}^{\top} & 0 & \ldots & 0
\end{array}\right)
$$

is a nonzero $\bar{G}$-matrix with zero diagonal. We want to choose the matrices $U_{i}$ so that $M W=0$; a little playing with these matrices shows that $U_{i}=-Y^{\top} N_{i} M_{i}^{-1}$ is a right choice. This contradicts the Strong Arnold Property of $M$.

Thus we see that $M^{\prime}$ has the Strong Arnold Property, and so it is a valid Colin de Verdière matrix for $G_{1}$. Hence

$$
\mu(G)=\operatorname{cork}(M)=\operatorname{cork}\left(M^{\prime}\right) \leq \mu\left(G_{1}\right) \leq \max \left\{\mu\left(G_{1}\right), \ldots, \mu\left(G_{k}\right)\right\}
$$

This completes Case 1. Note that the upper bound in the lemma is never attained in this case.

Case 2. All matrices $M_{i}$ are positive semidefinite. Since contracting $V_{1}$ we get a complete $(|S|+1)$-graph as a minor of $G_{1}$, we have $\mu\left(G_{1}\right) \geq|S|$. So we are done unless $|S|<\mu(G)$; let us assume that this is the case.

Let $D=\left\{x \in \operatorname{Ker}(M):\left.x\right|_{S}=0\right\}$. We have $\operatorname{dim}(\operatorname{Ker}(M))=\mu(G)>|S|$, which implies that $D \neq 0$. Since $D \subseteq \bigoplus_{i=1}^{k} \operatorname{Ker}\left(M_{i}\right)$, at least one of the matrices $M_{i}$ must be singular. Let (say) $M_{1}, \ldots, M_{r}$ be singular, then their least eigenvalues are 0 , and the corresponding eigenvectors $x_{i}$ have multiplicity 1 . Since $z^{\top} x_{1}=1 \neq 0$, we have $x_{1} \notin D$, and so

$$
\operatorname{dim}(D)<\sum_{i=1}^{k} \operatorname{dim}\left(\operatorname{Ker}\left(M_{i}\right)\right)=r
$$

Not all vectors on $S$ are restrictions of vectors in $\operatorname{Ker}(M)$; for example, $\mathbb{1}_{S}$ is not. Indeed, if $\mathbb{1}_{S}=\left.x\right|_{S}$ for some $x \in \operatorname{Ker}(M)$, then

$$
0=x_{1}^{\top} M x=\left.x_{1}^{\top} N_{1} x\right|_{S}+\left.x_{1}^{\top} M_{1} x\right|_{V_{1}}=x_{1}^{\top} N_{1} \mathbb{1}_{S}<0
$$

since all entries of $x_{1}^{\top} N_{1}$ are negative. This contradiction implies that $\operatorname{dim}(D)>$ $\mu(G)-|S| \geq 1$ and so $r \geq 1+\operatorname{dim}(D) \geq 3$.

Since $r \leq 3$ follows by Lemma 16.7 , we must have equality in the estimates above. In particular, $|S|=\mu(G)-1$, which means that $G_{1}$ can be contracted to $K_{\mu(G)}$, and so $\mu\left(G_{1}\right) \geq \mu(G)-1$.

Furthermore, $G \backslash S$ must have at least three components. Contracting three of these and deleting the others, we get the graph $K_{\mu(G)-1,3}^{+}$.

Corollary 16.13. If $\mu(G)>2$, then $\mu(G)$ is invariant under subdivision.
Proof. Minor-monotonicity implies that if we subdivide an edge, then $\mu(G)$ cannot decrease. Lemma 16.12 implies that if we glue a triangle onto an edge of $G$, then $\mu(G)$ does not increase (as long as it is larger than 2). Deleting the common edge of the triangle does not increase $\mu$ (again by minor-monotonicity), which means that subdividing the edge does not increase $\mu(G)$.

We quote without proof the following result [Bacher-Colin de Verdière 1995]; the proof goes along similar lines as the previous one, with more complications. A $\Delta-Y$ transformation of a graph $G$ means creating a new node, selecting a triangle $T$ in $G$, connecting the new node to the nodes of $T$, and deleting the edges of $T$. The reverse operation is called $Y-\Delta$ : this means that we delete a node of degree 3 , and connect each pair of its neighbors (this may create parallel edges).

Theorem 16.14. If $\mu(G)>3$, then $\mu(G)$ is invariant under $\Delta-Y$ transformations.
16.1.2. Small and large values. Graphs with $\mu \leq 4$ have very interesting topological characterizations. Statements (a)-(c) of the following theorem were proved in Colin de Verdière 1990; an elementary proof of (c) is given in van der Holst 1995; (d) was proved in Lovász-Schrijver 1998.

Theorem 16.15. Let $G$ be a connected graph.
(a) $\mu(G) \leq 1$ if and only if $G$ is a path;
(b) $\mu(G) \leq 2$ if and only if $G$ is outerplanar;
(c) $\mu(G) \leq 3$ if and only if $G$ is planar;
(d) $\mu(G) \leq 4$ if and only if $G$ is linklessly embeddable in 3-space.

Graphs with large Colin de Verdière number, $n-4$ and up, have been studied in Kotlov-Lovász-Vempala 1997. The results are in a sense analogous to those for small numbers, but they are stated for the complementary graph (this is natural, since these graphs are very dense), one has to exclude twin nodes (this is a minor technical complication), and they are less complete (this is unfortunate). We only state two cases.

Theorem 16.16. Let $G$ be a simple graph without twins.
(a) If $\bar{G}$ is outerplanar, then $\mu(G) \geq n-4$; if $\bar{G}$ is not outerplanar, then $\mu(G) \leq$ $n-4$;
(b) If $\bar{G}$ is planar, then $\mu(G) \geq n-5$; if $\bar{G}$ is not planar, then $\mu(G) \leq n-5$.

So for graphs with $\mu(G)=n-5$, their complement may or may not be planar; we do know that their complement is not outerplanar.

The proof of these theorems will take up most of this chapter. Our main tools will be two vector-labelings discussed in the next two sections.

### 16.2. Small values and nullspace representation

16.2.1. Nullspace representations. Every $G$-matrix $M$ defines a vectorlabeling of the graph $G$ in $\operatorname{cork}(M)$ dimensions as follows. We take a basis $\mathbf{v}_{1}, \ldots, \mathbf{v}_{d}$ of the null space of $M$, write them down as row vectors, to get a matrix $U$. Each node $i$ of the graph corresponds to a column $\mathbf{u}_{i}$ of the matrix obtained, which is a
vector in $\mathbb{R}^{d}$, and so we get the nullspace representation of the graph. Saying this in a fancier way, each coordinate function is a linear functional on the nullspace, and so the nullspace representation is a representation in the dual space of the nullspace.

The nullspace representation satisfies the equation $U M=0$; in other words, $M$ defines a braced stress on $(G, \mathbf{u})$. The nullspace representation is uniquely determined up to a linear transformation of $\mathbb{R}^{d}$. Furthermore, if $D$ is a diagonal matrix with nonzero diagonal, then $\left(D^{-1} \mathbf{u}_{i}: i \in V\right)$ is a nullspace representation derived from the scaled version $D M D$ of $M$ (which in many cases can replace $M$ ). If all the vectors $\mathbf{u}_{i}$ are nonzero, then a natural choice for $D$ is $D_{i i}=\left|\mathbf{u}_{i}\right|$ : this scales the vectors $\mathbf{u}_{i}$ to unit vectors, i.e., we get a mapping of $V$ into the unit sphere. We will see that other choices of this scaling may give even nicer representations.
16.2.2. Colin de Verdière number and planarity. We start with proving assertions (a)-(c) of Theorem 16.15. Part (d) will need more preparation.

Proof. (a) We have seen (Example 16.4) that every path $P_{n}$ has $\mu\left(P_{n}\right)=1$. Hence, so does every subgraph of a path with at least one edge (i.e., a graph whose connected components are paths). On the other hand, if a graph $G$ is not a subgraph of a path, then either it has a node of degree at least 3 , or it contains a cycle. This implies that either $K_{3}$ or $K_{3,1}$ is a minor of $G$. Since $\mu\left(K_{3}\right)=\mu\left(K_{1,3}\right)=2$ (Examples 16.2 and 16.11 , this implies that $\mu(G) \geq 2$ by minor-monotonicity.
(b) Suppose that $G$ is outerplanar. To show that $\mu(G) \leq 2$, we may assume that $G$ is maximal outerplanar, i.e., a triangulation of a polygon. In this case, $G$ can be obtained from a triangle by repeatedly taking clique-sums with a triangle. By Lemma 16.12 this implies that $\mu(G)=2$.

If $G$ is not outerplanar, then it contains either $K_{4}$ or $K_{3,2}$ as a minor. These graphs have $\mu\left(K_{4}\right)=\mu\left(K_{3,2}\right)=3$, and hence $\mu(G) \geq 3$ by minor-monotonicity.
(c) Suppose that $G$ is planar. Since $M$ is a well-signed $G$-matrix with exactly one negative eigenvalue, Theorem 14.12 implies that $\operatorname{cork}(M) \leq 3$, and hence $\mu(G) \leq 3$.

The converse follows by the same type of argument as in the previous cases: If $G$ is not planar, then it contains either $K_{5}$ or $K_{3,3}$ as a minor. Since $\mu\left(K_{5}\right)=$ $\mu\left(K_{3,3}\right)=4$, this implies that $\mu(G) \geq 4$.
16.2.3. From Colin de Verdière matrices to Steinitz representations. The theorem proved above implies that every planar graph has Colin de Verdière number 3. Our main tool was the Discrete Nodal Theorem 14.10 (through its corollaries). We show that we get much more out of this.

Consider a 3 -connected planar graph $G$, a Colin de Verdière matrix $M$ of $G$, and the nullspace representation $\mathbf{u}$ in $\mathbb{R}^{3}$ obtained from $M$. Recall that this satisfies

$$
\begin{equation*}
\sum_{j} M_{i j} \mathbf{u}_{j}=0 \quad(i \in V) \tag{16.3}
\end{equation*}
$$

This is a vector labeling of $G$ in $\mathbb{R}^{3}$. We have seen another important vector labeling of such graphs, namely their Steinitz representation by a convex polytope. It turns out that these two vector labelings are closely related Lovász-Schrijver 1999, Lovász 2001]: The vectors $\mathbf{u}_{i}$ can be scaled to give a Steinitz representation, and conversely, every Steinitz representation yields a Colin de Verdière matrix in a natural way. We discuss these constructions in this and in
the next section. (See Exercises 16.4 and 16.5 for scaling results in other, simpler cases.)

The main step in the construction is the nullspace representation obtained from the Colin de Verdière matrix, as defined in Section 14.2. As a special case of this construction, any Colin de Verdière matrix yields a representation of a graph $G$ in $\mu(G)$-space. In this case we have $M_{i j}<0$ for every edge $i j$, and so writing the definition as

$$
\sum_{j \in N(i)}\left(-M_{i j}\right) \mathbf{u}_{j}=M_{i i} \mathbf{u}_{i} \quad \text { for all } i \in V
$$

we see that each vector $\mathbf{u}_{i}$ is in the cone spanned by its neighbors, or in the negative of this cone (depending on the sign of $M_{i i}$ ). It follows that if a hyperplane contains $\mathbf{u}_{i}$, then either it contains all neighbors $i$, or $i$ has neighbors on both sides of the hyperplane.

For the rest of this section, let $G$ be a 3 -connected planar graph, let $M$ be a Colin de Verdière matrix of $G$ with corank 3, and let $\left(\mathbf{u}_{i}: i \in V\right)$ be the nullspace representation derived from $M$. Since $G$ is 3-connected, its embedding in the sphere is essentially unique, and so we can talk about the countries of $G$.

We say that the Colin de Verdière matrix $M$ of $G$ is polyhedral if the vectors $\mathbf{u}_{i}$ are the vertices of a convex polytope $P$, and the map $i \mapsto \mathbf{u}_{i}$ is an isomorphism between $G$ and the skeleton of $P$. Note that the vectors $\mathbf{u}_{i}$ are determined by $M$ up to a linear transformation of $\mathbb{R}^{3}$, and the skeleton graph of this polytope does not depend on this linear transformation.

Recall that Corollary 14.11 implies that for every plane $H$ through the origin, the induced subgraphs $G\left[V_{H}^{+}\right]$and $G\left[V_{H}^{-}\right]$are connected. Another property of the representation $\mathbf{u}$ we need is the following.
Lemma 16.17. If $a, b, c$ are distinct nodes of the same country, then $\mathbf{u}_{a}, \mathbf{u}_{b}$ and $\mathbf{u}_{c}$ are linearly independent.

In particular, no node is represented by the 0 vector, and any two adjacent nodes are represented by nonparallel vectors.

Proof. Suppose not. Then there exists a plane $H$ through the origin that contains $\mathbf{u}_{a}, \mathbf{u}_{b}$ and $\mathbf{u}_{c}$. Corollary 14.11 implies that the sets of nodes $V_{H}^{+}$and $V_{H}^{-}$induce nonempty connected subgraphs of $G$. We know that $\left|V_{H}\right| \geq 3$; clearly either $V_{H}^{\prime}=V_{H}$ or $V_{H}^{\prime}$ is a cutset, and hence $\left|V_{H}^{\prime}\right| \geq 3$. Thus $G$ has three pairwise node-disjoint paths, connecting $a, b$ and $c$ to distinct points in $V_{H}^{\prime}$. We may assume that the internal nodes of these paths are not contained in $V_{H}^{\prime}$, and so they stay in $V_{H}$. Contracting every edge on these paths as well as the edges induced by $V_{H}^{+}$ and $V_{H}^{-}$, we obtain a planar graph in which $a, b$ and $c$ are still on one country, and they have two common neighbors, which is clearly impossible.

This lemma implies that each $\mathbf{u}_{i}$ is nonzero, and hence we may scale them to unit vectors (through the appropriate scaling of the matrix $M$ ). We call such a nullspace representation normalized. The previous lemma also implies that $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ are nonparallel if $i$ and $j$ are adjacent, and so for adjacent nodes $i$ and $j$ there exists a unique shortest geodesic on $S^{2}$ connecting $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$. This gives an extension of the mapping $i \rightarrow \mathbf{u}_{i}$ to a mapping $\psi: G \rightarrow S^{2}$. We will show that this is in fact an embedding.

The main result in this section is the following Lovász-Schrijver 1998, Lovász 2001:

Theorem 16.18. Every Colin de Verdière matrix of a 3-connected planar graph $G$ can be scaled to be polyhedral.

Proof. The proof will consist of two parts: first we show that the nullspace representation with unit vectors gives an embedding of the graph in the sphere; then we show how to rescale these vectors to get a Steinitz representation.
Claim 1. Let $F_{1}$ and $F_{2}$ be two countries of $G$ sharing an edge $a b$. Let $H$ be the plane through $0, \mathbf{u}_{a}$ and $\mathbf{u}_{b}$. Then all the other nodes of $F_{1}$ are in $V_{H}^{+}$, and all the other nodes of $F_{2}$ are in $V_{H}^{-}$(or the other way around).

Suppose not, then there is a node $c$ of $F_{1}$ and a node $d$ of $F_{2}$ such that $c, d \in V_{H}^{+}$ (say). (Note that by Lemma 16.17, no node of $F_{1}$ or $F_{2}$ belongs to $V_{H}$. ) By Corollary 14.11. there is a path $P$ connecting $c$ and $d$ with $V(P) \subseteq V_{H}^{+}$. Both $a$ and $b$ have neighbors in $V_{H}^{+}$, and as we have seen, this implies that they have neighbors $a^{\prime}$ and $b^{\prime}$ in $V_{H}^{-}$as well. By Corollary 14.11 again, there is a path connecting $a^{\prime}$ and $b^{\prime}$ contained in $V_{H}^{-}$. This gives us a path $Q$ connecting $a$ and $b$, with at least one internal node, contained in $V_{H}^{-}$(up to its endpoints).

What is important from this is that $P$ and $Q$ are disjoint. But trying to draw this in the planar embedding of $G$, we see that this is impossible (see Figure 16.1).


Figure 16.1. Why two countries do not fold.
Claim 1 implies the following.
Claim 2. If $1, \ldots, k$ are the nodes of a country, in this cyclic order, then $\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}$ are the extremal rays of the convex cone they generate in $\mathbb{R}^{3}$, in this cyclic order.

Next we turn to the cyclic order around nodes.
Claim 3. Let $a \in V$, and let (say) $1, \ldots, k$ be the nodes adjacent to $a$, in this cyclic order in the planar embedding. Let $H$ denote a plane through 0 and $\mathbf{u}_{a}$, and suppose that $\mathbf{u}_{1} \in V_{H}^{+}$and $\mathbf{u}_{k} \in V_{H}^{-}$. Then there is an $h, 1 \leq h \leq k-1$ such that $\mathbf{u}_{1}, \ldots, \mathbf{u}_{h-1} \in V_{H}^{+}$and $\mathbf{u}_{h+1}, \ldots, \mathbf{u}_{k} \in V_{H}^{-}$.

If the Claim fails to hold, then there are two indices $1<i<j<k$ such that $\mathbf{u}_{i} \in V_{H}^{-}$and $\mathbf{u}_{j} \in V_{H}^{+}$. By Corollary 14.11 , there is a path $P$ connecting 1 and $j$ in $V_{H}^{+}$, and a path $P^{\prime}$ connecting $i$ and $k$ in $V_{H}^{-}$. In particular, $P$ and $P^{\prime}$ are disjoint. But this is clearly impossible in the planar drawing.
Claim 4. With the notation of Claim 3, the geodesics on $S^{2}$ connecting $\mathbf{u}_{a}$ to $\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}$ issue from $\mathbf{u}_{a}$ in this cyclic order.

Indeed, let us consider the halfplanes $T_{i}$ bounded by the line $\ell$ through 0 and $u_{a}$, and containing $\mathbf{u}_{i}(i=1, \ldots, k)$. Claim 1 implies that $T_{i+1}$ is obtained from $T_{i}$ by rotation about $\ell$ in the same direction. Furthermore, it cannot happen that these halfspaces $T_{i}$ rotate about $\ell$ more than once for $i=1, \ldots, k, 1$ : in such a case any plane through $\ell$ not containing any $\mathbf{u}_{i}$ would violate Claim 3 .
Claim 5. The normalized nullspace mapping is an embedding of $G$ in the sphere. Furthermore, each country $f$ of the embedding is the intersection of a convex polyhedral cone $C_{f}$ with the sphere.

To prove this, note that Claims 2 and 4 imply that we can extend the map $\psi: G \rightarrow S^{2}$ to a mapping $\bar{\psi}: S^{2} \rightarrow S^{2}$ such that $\bar{\psi}$ is a local homeomorphism (i.e., every point $x \in S^{2}$ has a neighborhood that is mapped homeomorphically to a neighborhood of $\bar{\psi}(x)$.) This implies (in the case of the 2 -sphere) that $\bar{\psi}$ is a homeomorphism (see Exercise 16.6).

As a second part of the proof of Theorem 16.18, we construct appropriate scaling of a nullspace representation. The construction will start with the polar polytope. Let $G^{*}=\left(V^{*}, E^{*}\right)$ denote the dual graph of $G$.

Claim 6. We can assign a vector $\mathbf{w}_{f}$ to each $f \in V^{*}$ so that whenever $i j \in E$ and $f g$ is corresponding edge of $G^{*}$, then

$$
\begin{equation*}
\mathbf{w}_{f}-\mathbf{w}_{g}=M_{i j}\left(\mathbf{u}_{i} \times \mathbf{u}_{j}\right) \tag{16.4}
\end{equation*}
$$

Let $\mathbf{v}_{f g}=M_{i j}\left(\mathbf{u}_{i} \times \mathbf{u}_{j}\right)$. It suffices to show that the vectors $\mathbf{v}_{f g}$ sum to 0 over the edges of any cycle in $G^{*}$; then we can invoke the potential argument. Since $G^{*}$ is a planar map, it suffices to verify this for the cycles bounding the countries of $G^{*}$. Expressing this in terms of the edges of $G$, it suffices to show that

$$
\sum_{j \in N(i)} M_{i j}\left(\mathbf{u}_{i} \times \mathbf{u}_{j}\right)=0
$$

But this follows from the basic equation $\sum_{j} M_{i j} \mathbf{u}_{j}=0$ upon multiplying by $\mathbf{u}_{i}$, taking into account that $\mathbf{u}_{i} \times \mathbf{u}_{i}=0$ and $M_{i j}=0$ for $j \notin N(i) \cup\{i\}$. This proves Claim 6.

An immediate property of the vectors $\mathbf{w}_{f}$ is that if $f$ and $g$ are two adjacent nodes of $G^{*}$ such that the corresponding countries of $G$ share the node $i \in V$, then $\mathbf{u}_{i}^{\top} \mathbf{w}_{f}=\mathbf{u}_{i}^{\top} \mathbf{w}_{g}$. This follows immediately from 16.4 , upon scalar multiplication by $\mathbf{u}_{i}$. Hence the inner product $\mathbf{u}_{i}^{\top} \mathbf{w}_{f}$ is the same number $\alpha_{i}$ for every country $f$ incident with $\mathbf{u}_{i}$. In other words, these vectors $\mathbf{w}_{f}$ all lie on the plane $\mathbf{u}_{i}^{\top} x=\alpha_{i}$.

Let $P^{*}$ be the convex hull of the vectors $\mathbf{w}_{f}$.
Claim 7. Let $f \in V^{*}$, and let $\mathbf{u} \in \mathbb{R}^{3}, \mathbf{u} \neq 0$. The vector $\mathbf{w}_{f}$ maximizes $\mathbf{u}^{\boldsymbol{\top}} x$ over $P^{*}$ if and only if $\mathbf{u} \in C_{f}$.

First suppose that $\mathbf{w}_{f}$ maximizes $\mathbf{u}^{\boldsymbol{\top}} x$ over $P^{*}$. Let $i_{1}, \ldots, i_{s}$ be the nodes of the country of $G$ corresponding to $f$ (in this counterclockwise order). By Claim 2, the vectors $\mathbf{u}_{i_{t}}$ are precisely the extreme rays of the cone $C_{f}$.

Let $f g_{t}$ be the edge of $G^{*}$ corresponding to $i_{t} i_{t+1}$. Then $\mathbf{u}^{\top}\left(\mathbf{w}_{f}-\mathbf{w}_{g_{t}}\right) \geq 0$ for $t=1, \ldots, s$, and hence by 16.4 ,

$$
\mathbf{u}^{\top} M_{i_{t} i_{t+1}}\left(\mathbf{u}_{i_{t+1}} \times \mathbf{u}_{i_{t}}\right) \geq 0
$$

or

$$
\mathbf{u}^{\top}\left(\mathbf{u}_{i_{t}} \times \mathbf{u}_{i_{t+1}}\right) \geq 0
$$

This means that $\mathbf{u}$ is on the same side of the plane through $\mathbf{u}_{i_{t}}$ and $\mathbf{u}_{i_{t+1}}$ as $C_{f}$. Since this holds for every $i$, it follows that $\mathbf{u} \in C_{f}$.

Conversely, let $\mathbf{u} \in C_{f}$. Arbitrarily close to $\mathbf{u}$ we may find a vector $\mathbf{u}^{\prime}$ in the interior of $C_{f}$. Let $\mathbf{w}_{g}$ be a vertex of $P^{*}$ maximizing $\left(\mathbf{u}^{\prime}\right)^{\top} x$ over $x \in P^{*}$. Then by the first part of our Claim, $\mathbf{u} \in C_{g}$. Since the cones $C_{h}, h \in V^{*}$ are nonoverlapping, it follows that $f=g$. Thus $\left(\mathbf{u}^{\prime}\right)^{\top} x$ is optimized over $x \in P^{*}$ by $\mathbf{w}_{f}$. Since $\mathbf{u}^{\prime}$ may be arbitrarily close to $\mathbf{u}$, it follows that $\mathbf{u}^{\top} x$ too is optimized by $\mathbf{w}_{f}$. This proves Claim 7.

This claim immediately implies that every vector $\mathbf{w}_{f}\left(f \in V^{*}\right)$ is a vertex of $P^{*}$.

Claim 8. The vertices $\mathbf{w}_{f}$ and $\mathbf{w}_{g}$ form an edge of $P^{*}$ if and only if $f g \in E^{*}$.
Let $f g \in E^{*}$, and let $i j$ be the edge of $G$ corresponding to $f g \in E^{*}$. Let $\mathbf{u}$ be a vector in the relative interior of the cone $C_{i} \cap C_{j}$. Then by Claim $7, \mathbf{u}^{\top} x$ is maximized by both $\mathbf{w}_{f}$ and $\mathbf{w}_{g}$. No other vertex $\mathbf{w}_{h}$ of $P^{*}$ maximizes $\mathbf{u}^{\top} x$, since then we would have $\mathbf{u} \in C_{h}$ by Claim 7, but this would contradict the assumption that $\mathbf{u}$ is in the relative interior of $C_{f} \cap C_{g}$. Thus $\mathbf{w}_{f}$ and $\mathbf{w}_{g}$ span an edge of $P^{*}$.

Conversely, assume that $\mathbf{w}_{f}$ and $\mathbf{w}_{g}$ span an edge of $P^{*}$. Then there is a nonzero vector $\mathbf{u}$ such that $\mathbf{u}^{\top} x$ is maximized by $\mathbf{w}_{f}$ and $\mathbf{w}_{g}$, but by no other vertex of $P^{*}$. By Claim $7, \mathbf{u}$ belongs to $C_{f} \cap C_{g}$, but to no other cone $C_{h}$, and thus the cones $C_{f}$ and $C_{g}$ must share a facet, proving that $f g \in E^{*}$. This completes the proof of Claim 8. As an immediate corollary, we get the following.

Claim 9. Every vector $\mathbf{w}_{f}$ is a vertex of $P^{*}$, and the map $f \mapsto \mathbf{w}_{f}$ is an isomorphism between $G^{*}$ and the skeleton of $P^{*}$.

To complete the proof, let us note that the vectors $\mathbf{w}_{f}$ are not uniquely determined by (16.4): we can add the same (but otherwise arbitrary) vector to each of them. Thus we may assume that the origin is in the interior of $P^{*}$. Then the polar $P$ of $P^{*}$ is well-defined, and its skeleton is isomorphic to $G$. Furthermore, the vertices of $P$ are orthogonal to the corresponding facets of $P^{*}$, i.e., they are positive multiples of the vectors $\mathbf{u}_{i}$. Thus the vertex of $P$ representing node $i$ is $\mathbf{u}_{i}^{\prime}=\alpha_{i} \mathbf{u}_{i}$, where $\alpha_{i}=\mathbf{u}_{i}^{\top} \mathbf{w}_{f}>0$ for any country $f$ incident with $i$.

The scaling of $M$ constructed in this proof is almost canonical. There were only two free steps: the choice of the basis in the nullspace of $M$, and the translation of $P^{*}$ so that the origin be in its interior. The first corresponds to a linear transformation of $P$. It is not difficult to show that if this linear transformation is $A$, then the scaling constants are multiplied by $|\operatorname{det}(A)|$.

The second transformation is a bit more complicated. Translation of $P^{*}$ corresponds to a projective transformation of $P$. Suppose that instead of $P^{*}$, we take the polyhedron $P^{*}+\mathbf{w}$, then the new scaling constant becomes $\alpha_{i}^{\prime}=\mathbf{u}_{i}^{\top}\left(\mathbf{w}_{f}+\mathbf{w}\right)=$ $\alpha_{i}+\mathbf{u}_{i}^{\top} \mathbf{w}$. Note that here $\left(\mathbf{u}_{i}^{\top} \mathbf{w}: i \in V\right)$ is just an arbitrary vector in the nullspace of $M$. Thus we get that in the above construction, the scaling constants $\alpha_{i}$ are uniquely determined by $M$ up to multiplication by the same positive number and addition of a vector in the nullspace of $M$.

If you want a canonical choice, you can make it orthogonal to $\operatorname{Ker}(M)$. This can be expressed explicitly by solving for $\mathbf{w}$ the equation

$$
\sum_{i}\left(\alpha_{i}+\mathbf{u}_{i}^{\top} \mathbf{w}\right) \mathbf{u}_{i}=0
$$

which gives

$$
\mathbf{w}=-\left(U U^{\mathrm{\top}}\right)^{-1} U \alpha
$$

Of course, there might be many other scalings that yield polyhedra. For example, if $P$ is simple (every facet is a triangle), then any scaling "close" to the one constructed above would also yield a Steinitz representation.
16.2.4. From Steinitz representations to Colin de Verdière matrices. Let $P$ be any polytope in $\mathbb{R}^{3}$, containing the origin in its interior. Let $G$ be the skeleton of $P$. Let $P^{*}$ be its polar, and $G^{*}=\left(V^{*}, E^{*}\right)$, the skeleton of $P^{*}$.

Let $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ be two adjacent vertices of $P$, and let $\mathbf{w}_{f}$ and $\mathbf{w}_{g}$ be the endpoints of the corresponding edge of $P^{*}$. Then by the definition of polar, we have

$$
\mathbf{u}_{i}^{\top} \mathbf{w}_{f}=\mathbf{u}_{i}^{\top} \mathbf{w}_{g}=\mathbf{u}_{j}^{\top} \mathbf{w}_{f}=\mathbf{u}_{j}^{\top} \mathbf{w}_{g}=1
$$

This implies that the vector $\mathbf{w}_{f}-\mathbf{w}_{g}$ is orthogonal to both vectors $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$, and hence it is parallel to the vector $\mathbf{u}_{i} \times \mathbf{u}_{j}$. Thus we can write

$$
\mathbf{w}_{f}-\mathbf{w}_{g}=M_{i j}\left(\mathbf{u}_{i} \times \mathbf{u}_{j}\right)
$$

where the labeling of $\mathbf{w}_{f}$ and $\mathbf{w}_{g}$ is chosen so that $M_{i j}<0$; this means that $\mathbf{u}_{i}, \mathbf{u}_{j}$ and $\mathbf{w}_{g}$ form a right-handed basis.

Let $i \in V$, and consider the vector

$$
\mathbf{u}_{i}^{\prime}=\sum_{j \in N(i)} M_{i j} \mathbf{u}_{j}
$$

Then

$$
\mathbf{u}_{i} \times \mathbf{u}_{i}^{\prime}=\sum_{j \in N(i)} M_{i j}\left(\mathbf{u}_{i} \times \mathbf{u}_{j}\right)=\sum\left(\mathbf{w}_{f}-\mathbf{w}_{g}\right)=0
$$

because the last sum extends over all edges $f g$ of the facet of $P^{*}$ corresponding to $i$, oriented counterclockwise, and hence it vanishes. Thus $\mathbf{u}_{i}$ and $\mathbf{u}_{i}^{\prime}$ are parallel, and we can write

$$
\begin{equation*}
\mathbf{u}_{i}^{\prime}=-M_{i i} \mathbf{u}_{i} \tag{16.5}
\end{equation*}
$$

with some real $M_{i i}$. We complete the definition of a matrix $M=M(P)$ by setting $M_{i j}=0$ whenever $i$ and $j$ are distinct nonadjacent nodes of $G$.
Theorem 16.19. The matrix $M(P)$ is a Colin de Verdière matrix for the graph $G$.

Proof. It is obvious by construction that $M$ has the right pattern of 0's and negative elements. 16.5 can be written as

$$
\sum_{j} M_{i j} \mathbf{u}_{j}=0
$$

which means that each coordinate of the $\mathbf{u}_{i}$ defines a vector in the null space of $M$. Thus $M$ has corank at least 3 .

For an appropriately large constant $C>0$, the matrix $C I-M$ is nonnegative and irreducible. Hence it follows from the Perron-Frobenius Theorem that the smallest eigenvalue of $M$ has multiplicity 1 . In particular, it cannot be 0 (which we
know has multiplicity at least 3 ), and so it is negative. Thus $M$ has at least one negative eigenvalue.

The most difficult part of the proof is to show that $M$ has only one negative eigenvalue. Observe that if we start with any true Colin de Verdière matrix $\bar{M}$ of the graph $G$, and we construct the polytope $\bar{P}$ from its null space representation as in Section 16.2 .3 , and then we construct a matrix $M(\bar{P})$ from $\bar{P}$, then we get back (up to positive scaling) the matrix $\bar{M}$. Thus there is at least one polytope $\bar{P}$ with the given skeleton for which $M(\bar{P})$ has exactly one negative eigenvalue.

Steinitz proved that any two 3-dimensional polytopes with isomorphic skeletons can be transformed into each other continuously through polytopes with the same skeleton (see Richter-Gebert 1996). Each vertex moves continuously, and hence so does their center of gravity. So we can translate each intermediate polytope so that the center of gravity of the vertices stays 0 . Then the polar of each intermediate polytope is well-defined, and also transforms continuously. Furthermore, each vertex and each edge remains at a positive distance from the origin, and therefore the entries of $M(P)$ change continuously. It follows that the eigenvalues of $M(P)$ change continuously.

Assume that $M\left(P_{0}\right)$ has more than 1 negative eigenvalue. Let us transform $P_{0}$ into a polytope $P_{1}$ for which $M\left(P_{1}\right)$ has exactly one negative eigenvalue. There is a last polytope $P_{t}$ with at least 5 nonpositive eigenvalues. By construction, each $M(P)$ has at least 3 eigenvalues that are 0 , and we know that it has at least one that is negative. Hence it follows that $M\left(P_{t}\right)$ has exactly four 0 eigenvalues and one negative. But this contradicts Proposition 14.12

Next we show transversality. Let $X$ be a nonzero $\bar{G}$-matrix with zero diagonal, and assume that $M X=0$. Every column of $X$ is in the nullspace of $M$. We know that this nullspace is 3-dimensional, and hence it is spanned by the coordinate vectors of the $\mathbf{u}_{i}$. This means that there are vectors $\mathbf{h}_{i} \in \mathbb{R}^{3}(i \in V)$ such that $X_{i j}=\mathbf{u}_{i}^{\top} \mathbf{h}_{j}$. We know that $X_{i j}=0$ if $j=i$ or $j \in N(i)$, and so $\mathbf{h}_{i}$ must be orthogonal to $\mathbf{u}_{i}$ and all its neighbors. Since $\mathbf{u}_{i}$ and its neighbors obviously span $\mathbb{R}^{3}$, it follows that $X=0$, a contradiction.

Finally, it is trivial by definition that $M$ is polyhedral.
16.2.5. Further geometric properties. Let $M$ be a polyhedral Colin de Verdière matrix of $G$, and let $P$ be the corresponding convex 3-polytope. Let $P^{*}$ be the polar polytope with 1-skeleton $G^{*}=\left(V^{*}, E^{*}\right)$. The key relations between these objects are:

$$
\begin{equation*}
\sum_{j} M_{i j} \mathbf{u}_{j}=0 \quad \text { for every } i \in V \tag{16.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{w}_{f}-\mathbf{w}_{g}=M_{i j}\left(\mathbf{u}_{i} \times \mathbf{u}_{j}\right) \text { for every } i j \in E \text { and corresponding } f g \in E^{*} . \tag{16.7}
\end{equation*}
$$

There are some consequences of these relations that are worth mentioning.
First, taking the vectorial product of 16.7 ) with $\mathbf{w}_{g}$, we get $\left(\mathbf{w}_{f}-\mathbf{w}_{g}\right) \times \mathbf{w}_{g}=$ $\mathbf{w}_{f} \times \mathbf{w}_{g}$ on the left hand side and

$$
M_{i j}\left(\left(\mathbf{u}_{i} \times \mathbf{u}_{j}\right) \times \mathbf{w}_{g}\right)=M_{i j}\left(\left(\mathbf{u}_{i}^{\top} \mathbf{w}_{g}\right) \mathbf{u}_{j}-\left(\mathbf{u}_{j}^{\top} \mathbf{w}_{g}\right) \mathbf{u}_{i}\right)=M_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)
$$

on the right. Thus

$$
\begin{equation*}
\mathbf{w}_{f} \times \mathbf{w}_{g}=M_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right) \tag{16.8}
\end{equation*}
$$

The vector $\mathbf{h}_{i}=\left(1 /\left|\mathbf{u}_{i}\right|^{2}\right) \mathbf{u}_{i}$ is orthogonal to the facet $i$ of $P^{*}$ and points to a point on the plane of this facet. Taking the scalar product of both sides of 16.8 with $\mathbf{h}_{i}$, we get

$$
\mathbf{h}_{i}^{\top}\left(\mathbf{w}_{f} \times \mathbf{w}_{g}\right)=M_{i j}\left(\mathbf{h}_{i}^{\top} \mathbf{u}_{j}-1\right)
$$

The left hand side is 6 times the volume of the tetrahedron spanned by $\mathbf{h}_{i}, \mathbf{w}_{f}$ and $\mathbf{w}_{g}$. Summing this over all neighbors $j$ of $i$ (equivalently, over all edges $f g$ of the facet $i$ of $P^{*}$ ), we get 6 times the volume $V_{i}$ of the cone spanned by the facet $i$ of $P^{*}$ and the origin. On the right hand side, notice that the expression is trivially 0 if $j$ is not a neighbor of $i$ (including the case $j=i$ ), and hence we get by 16.6

$$
\sum_{j} M_{i j}\left(\mathbf{h}_{i}^{\top} \mathbf{u}_{j}-1\right)=\mathbf{h}_{i}^{\top}\left(\sum_{j} M_{i j} \mathbf{u}_{j}\right)-\sum_{j} M_{i j}=-\sum_{j} M_{i j}
$$

Thus we get

$$
\begin{equation*}
\sum_{j} M_{i j}=-6 V_{i} \tag{16.9}
\end{equation*}
$$

Note that by 16.6,

$$
\sum_{i} V_{i} \mathbf{u}_{i}=-\frac{1}{6} \sum_{i}\left(\sum_{j} M_{i j}\right) \mathbf{u}_{i}=-\frac{1}{6} \sum_{j} \sum_{i} M_{i j} \mathbf{u}_{i}=0
$$

This is a well known fact, since $3 V_{i} \mathbf{u}_{i}$ is just the area vector of the facet $i$ of $P^{*}$.
Equation 16.8) gives the following relation between the Colin de Verdière matrices of a 3-connected planar graph and its dual. Let $M$ be a polyhedral Colin de Verdière matrix for a planar graph $G$. Let $P$ be a polytope defined by $M$. Let $V_{f}$ denote the volume of the cone spanned by the origin and the facet $f$. If $i j \in E$ incident with facets $f$ and $g$, then let $M_{f g}^{*}=1 / M_{i j}$. Let $M_{f f}^{*}=-V_{f}-\sum_{g \in N(f)} M_{f g}^{*}$; finally, let $M_{f g}^{*}=0$ if $f$ and $g$ are distinct nonadjacent facets. These numbers form a symmetric matrix $M^{*} \in \mathbb{R}^{V^{*} \times V^{*}}$.
Corollary 16.20. The matrix $M^{*}$ is a polyhedral Colin de Verdière matrix of the dual graph $G^{*}$.

### 16.3. Linkless embeddings

In this section we return to part (d) of Theorem 16.15. The condition is more involved than the others, and needs an explanation, which we provide before turning to the proof.
16.3.1. Preliminaries: topology. Every (finite) graph can be embedded in 3 -space, but there are ways to distinguish "simpler" embeddings. First, we have to define when two disjoint Jordan curves $J_{1}$ and $J_{2}$ in $\mathbb{R}^{3}$ are "linked". There are several nonequivalent ways to define this. Perhaps the most direct (and let this serve as our definition) is that two curves are linked if there is no topological 2sphere in $\mathbb{R}^{3}$ separating them (so that one curve is in the interior of the sphere, while the other is in its exterior). This is equivalent to saying that we can continuously shrink either one of the curves to a single point without ever intersecting the other.

An alternative definition uses the notion of linking number. We consider an embedding of the 2-disc $D$ in $\mathbb{R}^{3}$ with boundary $J_{1}$, which intersects $J_{2}$ a finite number of times, and always transversally. Walking along $J_{2}$, we count the number
of times $D$ is intersected from one side to the other, and subtract the number of times it is intersected in the other direction. If this linking number is 0 , we say that the two curves are homologically unlinked. Reasonably elementary topological arguments show that the details of this definition are correct: such a 2 -disc $D$ exists, the linking number as defined is independent of the choice of $D$, and whether or not two curves are homologically linked does not depend on which of them we choose as $J_{1}$.

In a third version, we count all intersection points of $J_{2}$ with the disk, and we only care about the parity of this number. If this parity is even, we say that the two curves are unlinked modulo 2 . If two curves are unlinked, then they are homologically unlinked, which in turn implies that they are unlinked modulo 2 . (Neither one of these implications can be reversed.)

An embedding of a graph $G$ in $\mathbb{R}^{3}$ is called linkless if any two disjoint cycles in $G$ are unlinked. A graph $G$ is linklessly embeddable if it has a linkless embedding in $\mathbb{R}^{3}$ (Figure 16.2).


Figure 16.2. Left: A graph embedded in 3-space with two cycles linked. Right: An apex graph (a planar graph with an additional node). This embedding is linkless (even flat).

There is an even stronger definition of linkless embeddings: An embedding of $G$ in $\mathbb{R}^{3}$ is called flat, if for each cycle $C$ in $G$ there is a disk $D$ bounded by $C$ (a 'panel') whose interior is disjoint from $G$.

Clearly, each flat embedding is linkless in any of the senses above, but the converse does not hold in general. (A trivial example: embed a single cycle in 3 -space so that the image is a proper knot.) However, if $G$ has an embedding that is linkless in the weakest sense (the linking number of any two disjoint cycles is even), then it has a flat embedding (linkless in the strongest sense) as well. So the class of linklessly embeddable graphs is very robust with respect to variations in the definition. This fact follows from Robertson-Seymour-Thomas 1993 Robertson-Seymour-Thomas 1993, as a byproduct of Theorem 16.21 below.

Suppose that we have a graph $G$ linklessly embedded in 3 -space (in any particular sense). It is trivial that if we delete an edge from $G$, then the embedding remains linkless. It takes a bit more effort to verify that if we contract an edge $e$, then the resulting graph $G / e$ is linklessly embeddable: informally, we can continuously deform the embedding to make the edge $e$ shorter and shorter, until in the limit we get an embedding of $G / e$. Two linked cycles in $G / e$ would yield two linked cycles in $G$. So linkless embeddability is a minor-closed property.

For either one of the versions of linkless embedding, if a graph is linklessly embedded, and we perform a $\Delta-Y$ or $Y-\Delta$ transformation, then there is a way
to define an embedding of the new edges so that the resulting graph is linkless as well. This is quite easy to see for $Y-\Delta$, and a bit more difficult for $\Delta-Y$ (see Exercise 16.8.

A basic result in the graph minor theory of Robertson, Seymour and Thomas says that every minor-closed graph property can be characterized by a finite number of forbidden minors. To find this list explicitly is, in general, very difficult, and it is very remarkable that, verifying a conjecture of Sachs, a deep forbidden minor characterization of linklessly embeddable graphs was proved in Robertson-Seymour-Thomas 1993.

Theorem 16.21. A graph $G$ is flatly embeddable in 3 -space if and only of it does not contain any of the graphs in Figure 16.3 as a minor.


Figure 16.3. Excluded minors for linklessly embeddable graphs (the Petersen Family).

We note that the graphs in the Petersen family (Figure 16.3) cannot be linklessly embedded even in the weakest sense: every embedding of them contains two disjoint cycles with an odd linking number. Exercise 16.9 gives a hint how to prove this in the case of $K_{6}$; the other graphs in the Petersen family arise from $K_{6}$ by $\Delta-Y$ and $Y-\Delta$ transformations, which preserve this property.

The rest of this section is devoted to the proof of part (d) of Theorem 16.15 , giving a different characterization of linklessly embeddable graphs.
16.3.2. Preliminaries: simultaneous paneling. We do not claim that in a flat embedding, the panels belonging to different cycles are disjoint from each other. For example, let us take the graph $K_{2,2,2}$, embedded in 3-space as the skeleton of the regular octahedron. This embedding is flat (the skeleton of any convex 3-polytope is), but one cannot panel the facets and the three 4 -cycles without creating some intersection between the interiors of the panels. If each member of a family of cycles can be paneled so that the interiors of the panels are disjoint, we say that this family can be simultaneously paneled. Reasonably large families of cycles can be paneled simultaneously, as the following result of Böhme 1990 shows:

Lemma 16.22 (Paneling Lemma). Let $\mathcal{C}$ be a family of cycles in a flatly embedded graph $G$. Assume that the intersection of any two cycles in $\mathcal{C}$ is either a path or empty. Then the cycles in $\mathcal{C}$ can be simultaneously paneled.

We need the following special case of the paneling lemma. Let $T$ be a spanning tree of a flatly embedded graph $G$. For each edge $e \in E \backslash E(T)$, let $C_{e}$ be its
fundamental cycle (the unique cycle in $T+e$ ). The cycles $C_{e}$ satisfy the conditions of the Paneling Lemma, and so they can be simultaneously paneled. We call this paneling a fundamental paneling with respect to $T$.

Let $Y$ be the union of the panels in a fundamental paneling. It is easy to see that $Y$, as a topological space, is contractible. This implies, in particular, that every cycle of $G$ can be contracted to a single point inside $Y$, and also that the complement of $Y$ is connected.

As an application of the Paneling Lemma, we prove a fact about extending linkless embeddings.
Lemma 16.23. Let $G$ be a flatly embedded graph, and let $S \subseteq V$ induce a connected subgraph. Define $G_{1}=G[S \cup N(S)]$ and $G_{2}=G \backslash S$, and let $i, j \in V\left(G_{2}\right)$. Then the embedding can be extended to an embedding of $G+i j$ in which no cycle in $G_{2}+i j$ is linked with any cycle in $G_{1}$.

Proof. Consider a spanning tree of $G[S]$, and extend it to a spanning tree $T$ of $G_{1}$ so that all nodes in $N(S)$ are leaves of $T$. Consider a fundamental paneling of $G_{1}$ with respect to $T$ (as described after the Paneling Lemma 16.22), and let $Y$ be the union of these panels. As remarked, the complement of $Y$ is arcwise connected, and hence we can connect $i$ and $j$ by a Jordan arc $J$ whose interior is disjoint from $Y$. We may perturb $J$ a little to make its interior disjoint from the rest of $G$ as well.

We claim that using $J$ to embed the edge $i j$, we get an embedding of $G+i j$ that satisfies the conditions of the lemma. Indeed, let $C_{1}$ be a cycle in $G_{1}$ and $C_{2}$, a cycle in $G_{2}+i j$ disjoint from $C_{1}$. We want to prove that $C_{1}$ and $C_{2}$ are not linked. We may assume that $i j \in E\left(C_{2}\right)$ (else, the assertion is trivial since $G$ is flatly embedded).

If an edge $e \in E\left(G_{1}\right)$ is disjoint from $C_{2}$, then the whole cycle $C_{e}$ is disjoint from $C_{2}$, since all the nodes of $C_{e}$ other than the endpoints of $e$ are contained in $S$. Hence the panel of the cycle $C_{e}$ is disjoint from $C_{2}$ as well. Since $C_{1}$ can be contracted inside the union of these panels, it cannot be linked with $C_{2}$.
16.3.3. Preliminaries: polytopes. We need a couple of results about polytopes. First, a technical lemma. Let us say that a segment xy crosses a hyperplane $H$, if $\mathbf{x}$ and $\mathbf{y}$ belong to different sides of $H$. In other words, the segment intersects $H$ in a single point that is an interior point of it.

Lemma 16.24. Let $\mathcal{F}$ be a finite family of linear hyperplanes in $\mathbb{R}^{d}$. Then there is a centrally symmetric simplicial d-polytope $P$ such that no edge of $P$ crosses any hyperplane in $\mathcal{F}$.

Proof. If $P$ is a convex polytope containing the origin in its interior, and $\mathbf{x}$ is a point on its boundary, then pulling $\mathbf{x}$ is the operation of replacing $P$ with the convex hull $P^{\prime}$ of $P$ and $(1+\varepsilon) \mathbf{x}$. Here we assume that $\varepsilon>0$ is small enough so that for every facet not containing $\mathbf{x}$, the point $\mathbf{x}^{\prime}=(1+\varepsilon) \mathbf{x}$ is on the same side of the facet as $P$. If $P$ is simplicial, then pulling preserves this property. The new point $\mathbf{x}^{\prime}$ is a vertex; every other vertex remains a vertex of $P^{\prime}$, except if $\mathbf{x}$ was a vertex of $P$. Every edge of $P$ remains an edge, except if $\mathbf{x}$ was an interior point of an edge $e$ of $P$; in this case, $e$ ceases to be an edge. New edges connect $\mathbf{x}^{\prime}$ to all vertices on faces containing $\mathbf{x}$ (Figure 16.4).

If $P$ is centrally symmetric (with respect to the origin), then we can pull both $\mathbf{x}$ and $-\mathbf{x}$ by the same $\varepsilon$ to keep central symmetry.


Figure 16.4. Left: an octahedron and a plane through its center intersecting two edges. Right: Pulling the intersection points of the edges and the plane to create new vertices, but eliminate the intersections. The illustration is in 3 dimensions, in the proof we need 5.

Starting with any simplicial centrally symmetric polytope in $\mathbb{R}^{d}$ (say, with the cross-polytope), we pick a hyperplane $H \in \mathcal{F}$, and pull all intersection points of $H$ with the interiors of edges, maintaining central symmetry. Let us call this "cleaning $H$ ". We clean all hyperplanes in $\mathcal{F}$ one-by-one, to get a polytope $P^{\prime}$.

We claim that $P^{\prime}$ satisfies the requirements of the lemma: cleaning a hyperplane $H$ gets rid of all crossings between edges and $H$ without creating new crossings with hyperplanes already cleaned. Indeed, when pulling an interior point $\mathbf{x}$ of an edge $e$, all the new edges are incident with $\mathbf{x}^{\prime}$, and so they do not cross $H$. Let $H^{\prime} \in \mathcal{F}$ be a hyperplane already cleaned. If $H^{\prime}$ contains $\mathbf{x}$, then it contains $\mathbf{x}^{\prime}$, and so no new edge crosses it. If $H^{\prime}$ does not contain $\mathbf{x}$, then every face containing $\mathbf{x}$ is fully contained in the closed halfspace bounded by $H^{\prime}$ containing $\mathbf{x}$ (since $H^{\prime}$ is already cleaned). Since $\mathbf{x}^{\prime}$ is contained in this closed halfspace as well, no new edge will cross $H^{\prime}$.

Next, we relate polytopes and the topological considerations in the previous section. We have seen that the skeleton of any 3-polytope, as a graph embedded in 3space, is linkless (even flat). Among skeletons of 4-polytopes we find both linklessly embeddable ones (say, $K_{5}$ ), and nonembeddable ones (every complete $n$-graph, $n \geq 5$, is the skeleton of a 4-polytope). The following results Lovász-Schrijver 1998 imply that the skeleton of a 5 -polytope is never linklessly embeddable.

To state the result, we need a definition from convex geometry. Let $P$ be a $d$-polytope. We say that two faces $F_{1}$ and $F_{2}$ of $P$ are antipodal, if there are two parallel supporting hyperplanes $H_{1}$ and $H_{2}$ such that $F_{1} \subseteq H_{1}$ and $F_{2} \subseteq H_{2}$ (Figure 16.5. It is easy to see that every $d$-polytope has antipodal faces $F_{1}$ and $F_{2}$ with $\operatorname{dim}\left(F_{1}\right)+\operatorname{dim}\left(F_{2}\right)=d-1$ : for example, we can take a facet and a vertex farthest from its hyperplane.

We call two faces $A_{1}$ and $A_{2}$ parallel if their affine hulls are disjoint but these affine hulls contain parallel lines. Formally, $\operatorname{aff}\left(A_{1}\right) \cap \operatorname{aff}\left(A_{2}\right)=\emptyset$ but $\operatorname{lin}\left(A_{1}-A_{1}\right) \cap$ $\operatorname{lin}\left(A_{2}-A_{2}\right) \neq 0$. Two antipodal faces with $\operatorname{dim}\left(F_{1}\right)+\operatorname{dim}\left(F_{2}\right) \geq d$ are always parallel.

It will be convenient to work with polytopes with no parallel faces. This can be achieved by taking a hyperplane $H$ that it disjoint from $P$, does not contain any nonempty intersection $\operatorname{aff}\left(A_{1}\right) \cap \operatorname{aff}\left(A_{2}\right)$, and is not parallel to any nonnull linear


Figure 16.5. Antipodal faces of a polytope
subspace $\operatorname{lin}\left(A_{1}-A_{1}\right) \cap \operatorname{lin}\left(A_{2}-A_{2}\right)$. Moving $H$ to infinity by a projective transformation maps $P$ onto a polytope with the same lattice of faces but with no parallel faces.

One advantage of having no parallel faces is that for two antipodal faces $F_{1}$ and $F_{2}$, there are two parallel supporting hyperplanes $H_{1}$ and $H_{2}$ such that $F_{i}=H_{i} \cap P$ (Exercise 16.11). A further simple property we need is the following.

Lemma 16.25. Let $P$ be a d-polytope having no parallel faces, and let $A_{1}$ and $A_{2}$ be antipodal facets with $\operatorname{dim}\left(A_{1}\right)+\operatorname{dim}\left(A_{2}\right)=d-2$. Then the number of pairs of antipodal facets $\left\{F_{1}, F_{2}\right\}$ with $A_{1} \subseteq F_{1}, A_{2} \subseteq F_{2}$ and $\operatorname{dim}\left(F_{1}\right)+\operatorname{dim}\left(F_{2}\right)=d-1$ is 2.

Proof. Let $H_{1}$ and $H_{2}$ be two parallel supporting hyperplanes such that $A_{1}=$ $H_{1} \cap P$ and $A_{2}=H_{2} \cap P$. Let $L_{i}=\operatorname{lin}\left(A_{i}-A_{i}\right)$, and let $H$ be the hyperplane obtained by translating $H_{1}$ to the origin. Then $L_{1} \cap L_{2}=0$ (since $A_{1}$ and $A_{2}$ are not parallel) and $L_{1}+L_{2} \subseteq H$. Since $\operatorname{dim}\left(L_{1}+L_{2}\right)=d-2=\operatorname{dim}(H)-1$, we can rotate $H$ about $L_{1}+L_{2}$ in two directions. This corresponds to simultaneous rotation of $H_{1}$ and $H_{2}$ keeping them parallel and preserving $A_{i} \subseteq H_{i}$. In both directions, we can rotate until one of the $H_{i}$ hits a face $F_{i}$ of $P$ with $\operatorname{dim}\left(F_{i}\right)>\operatorname{dim}\left(A_{i}\right)$.

Now the hypothesis that $P$ has no parallel faces has some useful consequences. It cannot happen that both $H_{1}$ and $H_{2}$ hit higher-dimensional faces $F_{1}$ and $F_{2}$ simultaneously, since these would be antipodal faces with $\operatorname{dim}\left(F_{1}\right)+\operatorname{dim}\left(F_{2}\right) \geq d$, and therefore parallel. By a similar argument, we must have $\operatorname{dim}\left(F_{i}\right)=\operatorname{dim}\left(A_{i}\right)+1$, and so $\left\{F_{i}, A_{3-i}\right\}$ is an antipodal pair with $\operatorname{dim}\left(F_{i}\right)+\operatorname{dim}\left(A_{3-i}\right)=d-1$. So rotation in either direction yields such a pair, two of them altogether. It is easy to see that no further such pair exists.

A continuous map $\phi: \partial P \rightarrow \mathbb{R}^{m}$ will be called generic, if the images of the interiors of a $k$-face and an $l$-face do not intersect if $k+l<m$, these images have a finite number of intersection points if $k+l=m$, and at these points they intersect transversally.

Let $\check{F}$ denote the relative interior of the face $F$. For a vertex point x, we define $\check{\mathrm{x}}=\mathbf{x}$.

Lemma 16.26. Let $P \subseteq \mathbb{R}^{d}$ be a convex polytope having no parallel faces and let $\phi: \partial P \rightarrow \mathbb{R}^{d-1}$ be a generic continuous map. Then $\sum\left|\phi\left(\check{F}_{1}\right) \cap \phi\left(\check{F}_{2}\right)\right|$ is odd, where the summation extends over all antipodal pairs $\left\{F_{1}, F_{2}\right\}$ of faces with $\operatorname{dim}\left(F_{1}\right)+\operatorname{dim}\left(F_{2}\right)=n-1$.

In particular, there exists a pair of antipodal faces $F_{1}$ and $F_{2}$ with $\operatorname{dim}\left(F_{1}\right)+$ $\operatorname{dim}\left(F_{2}\right)=d-1$ such that $\left|\phi\left(\check{F}_{1}\right) \cap \phi\left(\check{F}_{2}\right)\right|$ is odd. This extends a result of

Bajmóczy-Bárány 1979, which asserts the existence of such a pair of faces with $\phi_{t}\left(\check{F}_{1}\right) \cap \phi_{t}\left(\check{F}_{2}\right) \neq \emptyset$.

Proof. There is at least one map for which this is true: the map $\phi_{0}$ defined by projecting $\partial P$ onto a facet $F$ of $P$ from a point outside $P$ but very close to an interior point of $F$ (this map was used to construct the Schlegel diagram). By the assumption that $P$ has no parallel faces it follows that there is a unique vertex $\mathbf{v}$ antipodal to $F$. Then $\sum\left|\phi_{0}\left(\check{F}_{1}\right) \cap \phi_{0}\left(\check{F}_{2}\right)\right|=1$, since the only nonzero term in the sum is obtained when $\left\{F_{1}, F_{2}\right\}=\{F, \mathbf{v}\}$.

Now we deform $\phi_{0}$ through a family of maps $\phi_{t}: \partial P \rightarrow \mathbb{R}^{d-1}(0 \leq t \leq 1)$ so that $\phi_{1}$ is an arbitrary generic continuous map. We need that each $\phi_{t}$ has the following properties. Let $A_{i}$ be a $k_{i}$-dimensional face of $P(i=1,2)$.
(i) If $k_{1}+k_{2}<d-2$, then $\phi_{t}\left(\check{A}_{1}\right)$ and $\phi_{t}\left(\check{A}_{2}\right)$ do not intersect.
(ii) If $k_{1}+k_{2}=d-2$, then $\phi_{t}\left(\check{A}_{1}\right)$ and $\phi_{t}\left(\check{A}_{2}\right)$ intersect for a finite number of values of $t$ only, and then $\left|\phi_{t}\left(\check{A}_{1}\right) \cap \phi_{t}\left(\check{A}_{2}\right)\right|=1$, and this happens only for one pair of faces at the same time.
(iii) If $k_{1}+k_{2}=d-1$, then $\phi_{t}\left(\check{A}_{1}\right)$ and $\phi_{t}\left(\check{A}_{2}\right)$ have a finite number of intersection points, and at these points they intersect transversally.

To see that such a deformation exists takes some (routine) arguments in topology, which are omitted.

The number $\left|\phi_{t}\left(\check{F}_{1}\right) \cap \phi_{t}\left(\check{F}_{2}\right)\right|$, where $\operatorname{dim}\left(F_{1}\right)+\operatorname{dim}\left(F_{2}\right)=d-1$, does not change unless $\phi_{t}\left(\check{F}_{1}\right)$ intersects $\phi_{t}\left(\check{A}_{2}\right)$, where $A_{2}$ is a facet of $F_{2}$, or the other way around. So $t$ must be one of the special values from (ii), and in fact the intersecting pair $A_{1}$ and $A_{2}$ must be antipodal. Fixing this $A_{1}$ and $A_{2}$, the target sum $\sum\left|\phi_{t}\left(\check{F}_{1}\right) \cap \phi_{t}\left(\check{F}_{2}\right)\right|$ changes by 1 for every pair $\left\{F_{1}, F_{2}\right\}$ of antipodal faces with $\operatorname{dim}\left(F_{1}\right)+\operatorname{dim}\left(F_{2}\right)=d-1$ such that $A_{1} \subseteq F_{1}$ and $A_{2} \subseteq F_{2}$. By Lemma 16.25 . there are two such pairs, so the sum changes by an even number.

Now we are able to state and prove our main topological tool, establishing the connection between linear algebra (convex polytopes) and linking cycles. The fact may be interesting in itself as a Borsuk-type theorem about linking. The theorem extends to polytopes in any odd dimension with essentially the same proof (see Lovász-Schrijver 1998 for the details).
Theorem 16.27. Let $P$ be a convex polytope in $\mathbb{R}^{5}$ and let $\phi$ be an embedding of its 1-skeleton into $\mathbb{R}^{3}$. Then there exist antipodal 2-faces $F_{1}$ and $F_{2}$ of $P$ such that $\phi\left(\partial F_{1}\right)$ and $\phi\left(\partial F_{2}\right)$ have an odd linking number.

Proof. Let us extend $\phi$ to a continuous mapping $\phi^{\prime}: \partial P \rightarrow \mathbb{R}^{4}$ (this is clearly possible) and define

$$
\psi(\mathbf{x})=\binom{\phi^{\prime}(\mathbf{x})}{f(\mathbf{x})}
$$

where $f(\mathbf{x})=0$ if $\mathbf{x} \in P_{1}$ and $f(\mathbf{x})>0$ otherwise (for example, $f(\mathbf{x})$ can be the distance of $\mathbf{x}$ from $P_{1}$ ). We can perturb $f$ a little to make $\psi$ generic.

By Lemma 16.26 $P$ has a pair of antipodal faces $F_{1}$ and $F_{2}$ such that $\operatorname{dim}\left(F_{1}\right)+$ $\operatorname{dim}\left(F_{2}\right)=4$ and $\left|\psi\left(\check{F}_{1}\right) \cap \psi\left(\check{F}_{2}\right)\right|$ is odd. Note that the intersection points of $\psi\left(\check{F}_{1}\right)$ and $\psi\left(\check{F}_{2}\right)$ cannot be between $\psi\left(P_{1}\right)$ and $\psi\left(\partial P \backslash P_{1}\right)$, since the former is contained in the hyperplane $x_{4}=0$, while the latter is contained in the halfspace $x_{4}>0$. So we must have $\operatorname{dim}\left(F_{1}\right)=\operatorname{dim}\left(F_{2}\right)=2$.

We claim that $\psi\left(\partial F_{1}\right)$ and $\psi\left(\partial F_{2}\right)$ have an odd linking number. Let $\psi_{1}: F_{1} \rightarrow$ $\mathbb{R}^{3}$ be an extension of $\left.\psi\right|_{\partial F_{1}}$, such that $\psi_{1}\left(F_{1}\right)$ intersects $G$ transversally a finite number of times. Let $\psi_{2}: F_{2} \rightarrow \mathbb{R}^{4}$ be an extension of $\left.\psi\right|_{\partial F_{2}}$, such that the fourth coordinate of every point of $\psi_{2}\left(\check{F}_{2}\right.$ is negative. Then $\left.\psi\right|_{\partial F_{1}} \cup \psi_{1}$ and $\left.\psi\right|_{\partial F_{2}} \cup \psi_{2}$ can be thought of as two maps of the 2 -sphere into $\mathbb{R}^{4}$. The common points of the images are the intersection points of $\psi\left(\check{F}_{1}\right)$ and $\psi\left(\check{F}_{2}\right)$, and the intersection points of $\psi_{1}\left(F_{1}\right)$ and $\psi\left(\partial F_{2}\right)$. The number of these intersections must be even. Since $\left|\psi\left(\check{F}_{1}\right) \cap \psi\left(\check{F}_{2}\right)\right|$ is odd, so is $\left|\psi_{1}\left(F_{1}\right) \cap \psi\left(\partial F_{2}\right)\right|$, which proves that $\phi\left(\partial F_{1}\right)$ and $\phi\left(\partial F_{2}\right)$ have an odd linking number.
16.3.4. Completing the proof: Nullspace representation. We want to prove that a graph $G$ is linklessly embeddable if and only if $\mu(G) \leq 4$. The fact that this condition is sufficient was noted by Robertson, Seymour and Thomas. Indeed, if a graph is not linklessly embeddable, then by Theorem 16.21 it contains one of the graphs in the Petersen family (Figure 16.3) as a minor. All these graphs have $\mu(G)=5$. This can be verified directly, or it can be justified by the following argument: $\mu\left(K_{6}\right)=5$ by Example 16.2, and hence Theorem 16.14 implies that $\mu(G)=5$ for every graph that arises from $K_{6}$ by $\Delta-Y$ and $Y-\Delta$ transformations. It is not too tedious to check that these are exactly the graphs in the Petersen family.

So a graph $G$ that is not linklessly embeddable has a minor with $\mu=5$; by minor monotonicity, this implies that $\mu(G) \geq 5$.

To prove the converse, let $G$ be a linklessly embeddable graph, and fix a flat embedding of $G$ in $\mathbb{R}^{3}$. Suppose (by way of contradiction) that $\mu(G) \geq 5$. Let $\mathbf{u}: V \rightarrow \mathbb{R}^{5}$ be the nullspace representation obtained from a Colin de Verdière matrix $M$ of $G$. By Lemma 16.24 there exists a centrally symmetric polytope $P \subseteq \mathbb{R}^{5}$ that no edge of $P$ crosses any of the hyperplanes $\mathbf{u}_{i}^{\perp},\left(\mathbf{u}_{i}+\mathbf{u}_{j}\right)^{\perp}$, or $\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)^{\perp}$. In other words, for every proper face $F$ of $P$, any of these hyperplanes either contains $F$ or is disjoint from its interior.

We are going to work with three geometrically represented graphs. First, there is the linkless embedding of $G$ in $\mathbb{R}^{3}$; second, there is the nullspace representation of $M$ in $\mathbb{R}^{5}$ (it may be useful to also keep in mind the arrangement of the hyperplanes $\mathbf{u}_{i}^{\perp}$ ); and third, we will consider the polytope $P$ and its 1 -skeleton $P_{1}$, also in $\mathbb{R}^{5}$. Our goal is to map $P_{1}$ into $\mathbb{R}^{3}$ continuously. Roughly speaking, we want to map $P_{1}$ into the graph $G$ (as embedded in $\left.\mathbb{R}^{3}\right)$. Theorem 16.27 will provide a pair of linked cycles in $G$.

For every vector $\mathbf{x} \in \mathbb{R}^{5}$, let $V_{0}(\mathbf{x})=\left\{i \in V: \mathbf{x}^{\top} \mathbf{u}_{i}=0\right\}, V_{+}(\mathbf{x})=\{i \in$ $\left.V: \mathbf{x}^{\top} \mathbf{u}_{i}>0\right\}$ and $V_{-}(\mathbf{x})=\left\{i \in V: \mathbf{x}^{\top} \mathbf{u}_{i}<0\right\}$. For every vertex $\mathbf{v}$ of $P$, let $\phi(\mathbf{v})$ be any node in $V_{+}(\mathbf{v})$ (which is nonempty by the Discrete Nodal Theorem 14.10).

To extend the map $\phi$ to the edges of $P$, we need a simple observation.
Claim 1. Let $F$ be a face of $P$, let $\mathbf{z}$ be an interior point of $F$, and let $i \in V$ be any node of $G$. If $\mathbf{z}^{\top} \mathbf{u}_{i}=0$, then $\mathbf{v}^{\top} \mathbf{u}_{i}=0$ for every vertex $\mathbf{v} \in V(F)$; if $\mathbf{z}^{\top} \mathbf{u}_{i}>0$, then $\mathbf{v}^{\top} \mathbf{u}_{i} \geq 0$ for every vertex $\mathbf{v} \in V(F)$, and $\mathbf{v}^{\top} \mathbf{u}_{i}>0$ for at least one vertex $\mathbf{v} \in V(F)$.

This follows from the fact that the hyperplane $\mathbf{u}_{i}^{\perp}$ does not separate any two vertices of $F$.

Since $\mathbf{v}^{\top} \mathbf{u}_{\phi(\mathbf{v})}>0$ by the definition of $\phi(\mathbf{v})$, it follows that $\mathbf{z}^{\top} \mathbf{u}_{\phi(\mathbf{v})}>0$ for every vertex $\mathbf{v} \in V(F)$. In other words, $\phi(\mathbf{v}) \in V_{+}(\mathbf{z})$.

Now we describe how to extend the map $\phi$ to the edges of $P$. Let $\mathbf{v w}$ be an edge of $P$, let $i=\phi(\mathbf{v})$ and $j=\phi(\mathbf{w})$, and let $\mathbf{z}$ be an internal point of the edge $\mathbf{v w}$. Then $i, j \in V_{+}(\mathbf{z})$ by Claim 1. In the (easy) case when $i$ and $j$ belong to the same connected component of $G\left[V_{+}(\mathbf{z})\right]$, we can find a path of $G$ in $V_{+}(\mathbf{z})$ connecting $i$ and $j$, and map the edge vw onto this path (Figure 16.6).


Figure 16.6. Illustration of constructing the map $\phi$. Top middle: nullspace representation $\mathbf{u}$ in $\mathbb{R}^{5}$. Left: the polytope $P \subseteq \mathbb{R}^{5}$ with a hyperplane $\mathbf{u}_{i}^{\perp}$. Right: $G$ embedded in $\mathbb{R}^{3}$.

The more difficult case is when $i$ and $j$ belong to different components of $G\left[V_{+}(\mathbf{z})\right]$. Such an edge of $P$ is called broken. This in particular implies that $G\left[V_{+}(\mathbf{z})\right]$ is disconnected, so the exceptional case (ii) applies in the Discrete Nodal Theorem 14.10 (it is useful to look at the geometric description at the end of that section). Thus $G\left[V_{0}(\mathbf{z})\right]$ has three connected components $H_{1}, H_{2}$ and $H_{3}$, where $\mathbf{z}$ is positive on $H_{1}$ and $H_{2}$, and negative on $H_{3}$. We may assume that $i \in V\left(H_{1}\right)$ and $j \in V\left(H_{2}\right)$. By Lemma 16.23 , we can extend the embedding of $G$ to an embedding of $G+i j$ so that no cycle in $G\left[V\left(H_{3}\right) \cup N\left(V\left(H_{3}\right)\right)\right]$ is linked with any cycle in $(G+i j) \backslash V\left(H_{3}\right)$. We map the edge vw of $P$ onto the edge $i j$ of $G+i j$.

We carry out this construction for every broken edge of $P_{1}$; we can make sure that the new edges added are disjoint (except for their endpoints). Thus we have extended $G$ to a graph $\widehat{G}$ embedded in $\mathbb{R}^{3}$ (this embedding will not be linkless in general). This gives a continuous mapping $\phi: P_{1} \rightarrow \mathbb{R}^{3}$. We can perturb this mapping a very little to get a continuous injective mapping $\psi$.
Claim 2. Let vw be a broken edge of P. Then the 3 -dimensional subspace $\{\mathbf{v}, \mathbf{w}\}^{\perp}$ is generated by the vectors $\mathbf{u}_{i}$ contained in it.

Indeed, by the Nodal Lemma, there is a 3-dimensional subspace $S \subseteq \mathbf{z}^{\perp}$ (where $\mathbf{z}$ is an internal point of the edge $\mathbf{v w}$ ), and this is generated by the vectors $\mathbf{u}_{i}$ contained in it. Since every hyperplane $\mathbf{u}_{i}^{\perp}$ containing $\mathbf{z}$ also contains $\mathbf{v}$ by Claim 1 , it follows that $\mathbf{v} \in S^{\perp}$. Similarly $\mathbf{w} \in S^{\perp}$, and hence $S=\{\mathbf{v}, \mathbf{w}\}^{\perp}$.
Claim 3. For every face $F$ of $P$, the faces $F$ and $-F$ together have at most one broken edge.

Suppose that $\mathbf{v w}$ and $\mathbf{v}^{\prime} \mathbf{w}^{\prime}$ are different broken edges of a face $F$. By Claim 2, $\{\mathbf{v}, \mathbf{w}\}^{\perp}$ is generated by three vectors $\mathbf{u}_{i_{1}}, \mathbf{u}_{i_{2}}$ and $\mathbf{u}_{i_{3}}$, and similarly, $\left\{\mathbf{v}^{\prime}, \mathbf{w}^{\prime}\right\}^{\perp}$ is
generated by three vectors $\mathbf{u}_{j_{1}}, \mathbf{u}_{j_{2}}$ and $\mathbf{u}_{j_{3}}$. Since $\{\mathbf{v}, \mathbf{w}\}^{\perp} \neq\left\{\mathbf{v}^{\prime}, \mathbf{w}^{\prime}\right\}^{\perp}$, we may assume that $\mathbf{v}^{\top} \mathbf{u}_{j_{1}} \neq 0$ and $\mathbf{v}^{\top} \mathbf{u}_{i_{1}} \neq 0$. But then the edge $\mathbf{v} \mathbf{v}^{\prime}$ of $F$ crosses one of the hyperplanes $\left(\mathbf{u}_{i_{1}}+\mathbf{u}_{j_{1}}\right)^{\perp}$ or $\left(\mathbf{u}_{i_{1}}-\mathbf{u}_{j_{1}}\right)^{\perp}$, a contradiction.

A similar argument applies when $\mathbf{v}^{\prime} \mathbf{w}^{\prime}$ is an edge of $-F$ different from the antipode of $\mathbf{v w}$. The antipode of a broken edge is not broken, since $\phi(-v b), \phi(-w b) \in$ $V_{+}(-\mathbf{z})=V_{-}(\mathbf{z})$, and $\left.V_{(\mathbf{z}}\right)$ induces a connected subgraph by (ii) of the Discrete Nodal Theorem 14.10 again. This proves the claim.

The map $\phi: P_{1} \rightarrow \mathbb{R}^{3}$ is not necessarily injective, but we can modify it by arbitrarily little to get an injective continuous map $\psi: P_{1} \rightarrow \mathbb{R}^{3}$. By Theorem 16.27. $P$ has two antipodal 2-dimensional faces $F$ and $-F$ such that the cycles $\psi(C)$ and $\psi(-C)$ have an odd linking number, where $C=\partial(F)$.

Claim 4. The subgraphs $\phi(C)$ and $\phi(-C)$ of $\widehat{G}$ are node-disjoint.
Indeed, let $\mathbf{z}$ be any interior point of $F$, then $\mathbf{z}^{\top} \mathbf{u}_{\phi(\mathbf{v})}>0$ for every vertex $\mathbf{v} \in V(F)$ by Claim 1, i.e., $\phi(\mathbf{v}) \in V_{+}(\mathbf{z})$. It follows by a similar argument that if $f$ is an unbroken edge of $F$, then $V(\phi(f)) \subseteq V_{+}(\mathbf{z})$. Since $C$ has at most one unbroken edge by Claim 3, whose image is a single edge of $\widehat{G}$, we have $V(\phi(C)) \subseteq V_{+}(\mathbf{z})$. Similarly $V(\phi(-C)) \subseteq V_{-}(\mathbf{z})$, hence $V(\phi(C)) \cap V(\phi(-C))=\emptyset$ as claimed.

Now it is easy to complete the proof. Since the closed curves $\phi(C)$ and $\phi(-C)$ are disjoint, and they are very close to the closed curves $\psi(C)$ and $\psi(-C)$ with an odd linking number, it follows that they have an odd linking number. This implies that they contain cycles $A \subseteq \phi(C)$ and $B \subseteq \phi(-C)$ with an odd linking number.

If neither $F$ nor $-F$ has a broken edge, then $A$ and $B$ are two linked cycles in $G$, which contradicts the assumption that $G$ is flatly embedded.

By Claim 3, this leaves us with the alternative that $F$ (say) contains a single broken edge $\mathbf{v w}$, and $-F$ contains none. Let $i=\phi(\mathbf{v})$ and $j=\phi(\mathbf{w})$, and let $\mathbf{z}$ be an interior point of the edge vw. Then $V(A) \subseteq V(\phi(C)) \subseteq V_{+}(\mathbf{z})$, and similarly $V(B) \subseteq V_{-}(\mathbf{z})$. Since we are in the exceptional case (ii) of the Nodal Theorem, $S=V_{-}(\mathbf{z})$ induces a connected subgraph containing $B$, and $A$ is a subgraph of $G[V \backslash S]+i j$. By the construction of $\phi(\mathbf{v w})$, these two cycles cannot be linked, a contradiction again.

### 16.4. Engaged representations

The Colin de Verdière number can be characterized in terms of a geometric representation that is similar to orthogonal representations Kotlov-Lovász-Vempala 1997. This will lead to the proof of Theorem 16.16

A vector-labeling $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ of a graph $G$ will be called 1-engaged, if

$$
\mathbf{u}_{i}^{\top} \mathbf{u}_{j} \begin{cases}=1 & \text { if } i j \in E  \tag{16.10}\\ <1 & \text { if } i j \in \bar{E}\end{cases}
$$

We impose no condition for $i=j$; if we have, in addition, that $\left|\mathbf{u}_{i}\right|>0$ for every node $i$, then we call the 1-engaged representation strong.

It is useful to compare 1-engaged representations with orthogonal representations. We can think of orthogonal representations as an attempt to write the adjacency matrix as a Gram matrix, sticking to the 0's in nonadjacent positions (but allowing arbitrary entries in the diagonal and in adjacent positions). The above definition can be thought of as trying to write the adjacency matrix as a

Gram matrix, where the 1's in adjacent positions are required, the diagonal is arbitrary, and the 0's in nonadjacent positions are relaxed to be anything less than 1.

Example 16.28 (Planar triangulations). Recall from Section 5.5.3 that every planar triangulation with no separating 3 - and 4 -cycles has a representation by orthogonal proper caps on the sphere. Each cap has a unique pole (the point in space from which the part of the sphere you see is exactly the given cap). An important observation is that two circles are orthogonal if and only if the corresponding poles have inner product 1 (Figure 16.7). This translates a representation with orthogonal circles into a strong 1-engaged representation.


Figure 16.7. Poles of circles. If the two circles are orthogonal, then the pole of each circle is contained in the plane of the other, and the poles have inner product 1 .

Example 16.29 (Edge-transitive polytopes). Let $P$ be a polytope in $\mathbb{R}^{d}$ whose congruence group is transitive on its edges. We may assume that 0 is its center of gravity. Then there is a real number $c$ such that $\mathbf{u}^{\top} \mathbf{v}=c$ for the endpoints of every edge. We will assume that $c>0$ (this excludes only very simple cases, see Exercise 10.16). Then we may also assume that $c=1$.

We have to verify that $\mathbf{u}^{\top} \mathbf{v}<1$ for any two nonadjacent vertices. Suppose not, then $1 \leq \mathbf{u}^{\top} \mathbf{v}<|\mathbf{u}||\mathbf{v}|$, and so we may assume that $|\mathbf{u}|>1$. Let $\mathbf{w}$ be the vertex of $P$ maximizing the linear function $\mathbf{u}^{\top} \mathbf{x}$. If $\mathbf{w} \neq \mathbf{u}$, then there is a path on the skeleton of $P$ from $\mathbf{u}$ to $\mathbf{w}$ along which the linear functional $\mathbf{u}^{\top} \mathbf{x}$ is monotone increasing. Let $\mathbf{z}$ be the first vertex on this path after $\mathbf{u}$, then $\mathbf{u}^{\top} \mathbf{z}>\mathbf{u}^{\top} \mathbf{u}>1$, contradicting the fact that $\mathbf{u z}$ is an edge of $P$.

So we know that $\mathbf{u}^{\top} \mathbf{w}<\mathbf{u}^{\top} \mathbf{u}$ for every vertex $\mathbf{w}$. There is a path on the skeleton of $P$ from $\mathbf{v}$ to $\mathbf{u}$ along which the linear functional $\mathbf{u}^{\top} \mathbf{x}$ is monotone increasing. Let $\mathbf{y}$ be the last vertex on this path before $\mathbf{u}$, then $\mathbf{u}^{\top} \mathbf{y}>\mathbf{u}^{\top} \mathbf{v} \geq 1$, a contradiction again since uy is an edge.

So we know that $\mathbf{u}^{\top} \mathbf{v}=1$ for the endpoints of every edge, and $\mathbf{u}^{\top} \mathbf{v}<1$ for two nonadjacent vertices. Thus the vertices of the polytope provide a strong 1-engaged representation of its skeleton.

The next lemma implies that if the 1-engaged representation is strong, then the representing vectors are the vertices of a convex polytope, and the edges are edges of this polytope (perhaps not every edge). We only state this lemma for twin-free graphs; see Kotlov-Lovász-Vempala 1997] for a version covering the general case.

Lemma 16.30. Let $G$ be a twin-free graph without isolated nodes. Let $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ be a 1-engaged representation of $G$. Let $P$ be the convex hull of the vectors $\mathbf{u}_{i}(i \in V)$ and the origin 0, and let $P^{\prime}$ be the union of all faces of $P$ not containing 0. For $i \in V$, define $Q_{i}=\left\{\mathbf{x} \in P: \mathbf{u}_{i}^{\top} \mathbf{x}=1\right\}$.
(a) The vectors $\mathbf{u}_{i}$ are nonzero and different from each other.
(b) If $\left|\mathbf{u}_{i}\right|>1$, then $\mathbf{u}_{i}$ is a vertex of $P$.
(c) If $i j \in E$, then either $\mathbf{u}_{i}$ or $\mathbf{u}_{j}$ is a vertex of $P$. If both of them are vertices of $P$, then the segment connecting $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ is an edge of $P$.
(d) If $\mathbf{u}_{i}$ is not a vertex of $P$, then $Q_{i}$ is a face of $P$, whose vertices are exactly the vectors representing the neighbors of $i$.
(e) $Q_{j} \neq Q_{i}$ for $j \neq i$.

Proof. (a) The assumption that $G$ has no isolated node implies that for every node $i$ there is a node $j$ with $\mathbf{u}_{i}^{\top} \mathbf{u}_{j}=1$, and hence $\mathbf{u}_{i} \neq 0$. Since 16.10 determines the neighbors of a node $i$ once the vector $\mathbf{u}_{i}$ is given, the assumption that $G$ is twin-free implies that no two nodes are represented by the same vector.
(b) This follows from the observation that the plane defined by $\mathbf{u}_{i}^{\top} \mathbf{x}=1$ separates $\mathbf{u}_{i}$ from every other $\mathbf{u}_{j}$ and also from 0 .
(c) We have $\mathbf{u}_{i}^{\top} \mathbf{u}_{j}=1$, which implies that one of $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ is longer than 1 , and hence it is a vertex of $P$ by (b). Let, say, $\left|\mathbf{u}_{i}\right|>1$. If both $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ are vertices of $P$, but $\left[\mathbf{u}_{i}, \mathbf{u}_{j}\right]$ is not an edge of $P$, then some point $\alpha \mathbf{u}_{i}+(1-\alpha) \mathbf{u}_{j}(0<\alpha<1)$ can be written as a convex combination of other vertices:

$$
\alpha \mathbf{u}_{i}+(1-\alpha) \mathbf{u}_{j}=\sum_{k \neq i, j} \lambda_{k} \mathbf{u}_{k},
$$

where $\lambda_{k} \geq 0$ and $\sum_{k} \lambda_{k}=1$. Multiplying by $\mathbf{u}_{i}$, we get

$$
\alpha \mathbf{u}_{i}^{\top} \mathbf{u}_{i}+(1-\alpha) \mathbf{u}_{i}^{\top} \mathbf{u}_{j}=\sum_{k \neq i, j} \lambda_{k} \mathbf{u}_{i}^{\top} \mathbf{u}_{k} \leq \sum_{k \neq i, j} \lambda_{k} \leq 1 .
$$

On the other hand,

$$
\alpha \mathbf{u}_{i}^{\top} \mathbf{u}_{i}+(1-\alpha) \mathbf{u}_{i}^{\top} \mathbf{u}_{j}=\alpha\left(\left|\mathbf{u}_{i}\right|^{2}-1\right)+1>1
$$

a contradiction. This proves (c).
(d) By (a), we have $\left|\mathbf{u}_{i}\right| \leq 1$, and so $\mathbf{u}_{i}^{\top} \mathbf{u}_{j} \leq 1$ for every vertex of $P$. Hence the hyperplane $\left\{\mathbf{x}: \mathbf{u}_{i}^{\top} \mathbf{x}=1\right\}$ supports $P$, and it touches $P$ at a face $Q_{i}$. Condition 16.10 implies that among the nodes of $G$ different from $i$, all neighbors of $i$, and only those, are contained in $Q_{i}$. It follows by (b) that every neighbor of $i$ is represented by a vertex of $P$, and hence, by a vertex of $Q_{i}$. The vector $\mathbf{u}_{i}$ may or may not belong to $Q_{i}$, but it is not a vertex of it (since it is different from its neighbors).
(e) If $Q_{i}=Q_{j}$ then $i$ and $j$ are twins.

Corollary 16.31. If a twin-free graph $G$ has a 1 -engaged representation in $\mathbb{R}^{d}$, then it is isomorphic with a subgraph of the skeleton of a d-polytope. If the 1-engaged representation is strong, then the convex hull of the representing vectors can serve as this polytope.

Proof. Let $\varepsilon>0$ be a sufficiently small number. For every node $i$ with $\left|\mathbf{u}_{i}\right| \leq 1$, let $\mathbf{u}_{i}^{\prime}$ be a point outside $P$, at a distance $\varepsilon$ from $Q_{i}$, and at distance $\varepsilon^{2}$ from $P$. For nodes $i$ with $\left|\mathbf{u}_{i}\right| \leq 1$, let $\mathbf{u}_{i}^{\prime}=\mathbf{u}_{i}$. Then every vector $\mathbf{u}_{i}^{\prime}$ is a vertex of the polytope $Q=\operatorname{conv}\left(\mathbf{u}^{\prime}(V)\right)$, and every edge of $G$ corresponds to an edge of $Q$.

The assertion of the theorem is not really interesting for $d>3$, since every graph can be embedded into the 1-skeleton of a 4-polytope. However, the explicit construction of this embedding may be useful.
16.4.1. Transversality of 1 -engaged representations. We need the condition of transversality for 1-engaged representations. Applying the general definition, a 1-engaged representation is transversal, if the hypersurfaces in $\mathbb{R}^{d n}$ defined by the equations in 16.10 (corresponding to the edges of $G$ ) intersect transversally at $\mathbf{u}$. This leads to a very similar condition as for orthogonal representations: the representation $\mathbf{u}$ is transversal if and only if $(G, \mathbf{u})$ carries no homogeneous stress, i.e., there is no nonzero $G$-matrix $X$ with zero diagonal such that $\sum_{j} X_{i j} \mathbf{u}_{j}=0$ for every node $i$. (In the case of orthogonal representations, the equations in the definition correspond to the edges, so there we excluded homogeneous stress on the complement of $G$.)

As before, it is useful to find some reformulations of transversality. Suppose that $(G, \mathbf{u})$ carries a homogeneous stress $X$. Multiplying the equation $\sum_{j} X_{i j} \mathbf{u}_{j}=0$ by $\mathbf{u}_{i}$, we get

$$
\sum_{j} X_{i j} \mathbf{u}_{j}^{\top} \mathbf{u}_{i}=\sum_{j} X_{i j}=0
$$

and this in turn gives that $\sum_{j} X_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)=0$. So a homogeneous stress on a 1-engaged representation is automatically a stress.

The converse of this statement is almost, but not quite, true. If we have a stress $X$ on $(G, \mathbf{u})$, then multiplying the equation $\sum_{j} X_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)=0$ by $\mathbf{u}_{i}$, we get

$$
\sum_{j} X_{i j}\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right)^{\top} \mathbf{u}_{i}=\left(\sum_{j} X_{i j}\right)\left(\left|\mathbf{u}_{i}\right|^{2}-1\right)=0
$$

This means that $\sum_{j} X_{i j}=0$ holds whenever $\left|\mathbf{u}_{i}\right| \neq 1$, and in this case it follows that $\sum_{j} X_{i j} \mathbf{u}_{j}=0$ also holds.

These considerations show that every strong 1-engaged representation of a twinfree graph in dimension 3 is transversal: Lemma 16.30 implies that as a framework the graph is a subgraph of the skeleton of a 3-polytope, by Cauchy's Theorem 14.5 . this representation has no stress, and this implies that it has no homogeneous stress.
16.4.2. The Colin de Verdière number and 1-engaged representations. We denote by $\gamma(G)$ the smallest dimension in which $G$ has a transversal 1-engaged representation. This quantity is closely related to the Colin de Verdière number.

Theorem 16.32. For every graph $G$ with at least 3 nodes, we have $\gamma(G)=n-1-$ $\mu(\bar{G})$.

While this theorem establishes a useful connection between a graph and its complement, it is not really deep (and not a real duality): the quantity $\mu(\bar{G})$ is defined as a maximum, $\gamma(G)$ is defined as a minimum. So the statement of the lemma has the form minimum $=$ minimum.

Proof. First, let $k=\mu(\bar{G})$, and let $M$ be a Colin de Verdière matrix of $\bar{G}$. Then $M$ is a well-signed $\bar{G}$-matrix with exactly one negative eigenvalue. Let $\lambda_{1}<$ $0=\lambda_{2}=\cdots=\lambda_{k+1}<\lambda_{k+2} \leq \ldots$ be the eigenvalues of $M$. By scaling, we may assume that $\lambda_{1}=-1$. Let $\mathbf{v}_{1}$ be the eigenvector of unit length belonging to $\lambda_{1}$. Since $M$ is well-signed, we may assume that all entries of $\mathbf{v}_{1}$ are positive. We form the diagonal matrix $D=\operatorname{diag}\left(\mathbf{v}_{1}\right)$.

We start with getting rid of the negative eigenvalue, and consider the matrix

$$
M^{\prime}=D^{-1}\left(M+\mathbf{v}_{1} \mathbf{v}_{1}^{\top}\right) D^{-1}=D^{-1} M D^{-1}+J
$$

This matrix is symmetric and positive semidefinite, and so we can write it as a $\operatorname{Gram}$ matrix $M^{\prime}=\operatorname{Gram}(\mathbf{u})$, where $\mathbf{u}: V \rightarrow \mathbb{R}^{n-r}$. From the fact that $M$ is a well-signed $\bar{G}$-matrix, it follows that

$$
\mathbf{u}_{i}^{\top} \mathbf{u}_{j}=M_{i j}^{\prime} \begin{cases}=1 & \text { for } i j \in E  \tag{16.11}\\ <1 & \text { for } i j \in \bar{E}\end{cases}
$$

(The somewhat artificial scaling above has been introduced to guarantee this.) The diagonal entries of $M^{\prime}$ are positive, but they can be larger than, equal to, or smaller than 1.

Thus we get a vector-labeling $\mathbf{u}$ in $\mathbb{R}^{n-k-1}$ satisfying (16.11). We claim that $(\bar{G}, \mathbf{u})$ carries no homogeneous stress. Suppose that $X$ is such a homogeneous stress. We have seen that this implies that $\sum_{j} X_{i j}=0$. In other words, $J X=0$. Let $Y=D^{-1} X D^{-1}$, then

$$
M Y=D\left(M^{\prime}-J\right) D D^{-1} X D^{-1}=D M^{\prime} X D^{-1}=0
$$

Since $Y \neq 0$ and has the same 0 entries as $X$, this contradicts the assumption that $M$ is transversal.

The converse construction is straightforward. Let $i \mapsto \mathbf{u}_{i} \in \mathbb{R}^{d}$ be a 1-engaged representation that carries no homogeneous $\bar{G}$-stress, let $A=\operatorname{Gram}(\mathbf{u})$, and let $M=A A^{\top}-J$. It is clear that $M$ is a well-signed $G$-matrix with at most one negative eigenvalue, and has corank at least $n-d-1$.

The only nontrivial part of the proof is to show that $M$ has the Strong Arnold Property. Suppose that $M X=0$ for a nonzero $\bar{G}$-matrix $X$ with zero diagonal. Then $A A^{\top} X=J X$, and hence $\operatorname{rk}\left(A^{\top} X\right)=\operatorname{rk}\left(X^{\top} A A^{\top} X\right)=\operatorname{rk}\left(X^{\top} J X\right) \leq \operatorname{rk}(J)=$ 1. (We have used the fact that $\operatorname{rk}(B)=\operatorname{rk}\left(B^{\top} B\right)$ for every real matrix $B$.) If $\operatorname{rk}\left(A^{\top} X\right)=0$, then $A^{\top} X=0$, and so $X$ is a homogeneous stress on $(\bar{G}, \mathbf{u})$, which contradicts the hypothesis. So we must have $\operatorname{rk}\left(A^{\top} X\right)=1$, and we can write $A^{\top} X=\mathbf{u v}^{\top}$, where $\mathbf{u} \in \mathbb{R}^{d}$ and $\mathbf{v} \in \mathbb{R}^{V}$ are nonzero vectors. Hence $A \mathbf{u v}^{\top}=$ $A A^{\top} X=J X=\mathbb{1}(X \mathbb{1})^{\top}$, which implies that (rescaling $\mathbf{u}$ and $\mathbf{v}$ if necessary) $A \mathbf{u}=\mathbb{1}$ and $\mathbf{v}=X \mathbb{1}$. Hence $\mathbf{v}=X A \mathbf{u}=\mathbf{v u}^{\top} \mathbf{u}$, and so $|\mathbf{u}|=1$. It follows that

$$
\left(A-\mathbb{1}^{\top} \mathbf{u}\right)\left(A-\mathbb{1}^{\top} \mathbf{u}\right)^{\top}=A A^{\top}-J=M
$$

and so $M$ is positive semidefinite. But then its smallest eigenvalue is 0 , which has multiplicity at least $n-d-1>1$, contradicting the Perron-Frobenius Theorem.
16.4.3. 1-engaged representations in low dimension. The following theorem is a reformulation of Theorem 16.16.

Theorem 16.33. Let $G$ be a simple twin-free graph.
(a) If $G$ is outerplanar, then $\gamma(G) \leq 3$; if $G$ is not outerplanar, then $\gamma(G) \geq 3$;
(b) If $G$ is planar, then $\gamma(G) \leq 4$; if $G$ is not planar, then $\gamma(G) \geq 4$.

Proof. We describe the proof of part (b); the proof of part (a) uses similar, but much simpler arguments, and is not given here. Corollary 16.31 implies the second assertion, so what we need to prove is that $G$ is planar, then $\gamma(G) \leq 4$.

We may assume that $G$ is 3 -connected, since adding edges to $G$ can only increase $\gamma(G)$ by minor-monotonicity. Let $\mathbf{v}: V \rightarrow \mathbb{R}^{3}$ be the cage representation in Theorem 5.10 of a planar graph $G$. For $i j \in E$, the segment connecting $\mathbf{v}_{i}$ and $\mathbf{v}_{j}$ touches the unit sphere at a point $\mathbf{w}$. Then $\mathbf{v}_{i}-\mathbf{w}$ and $\mathbf{v}_{j}-\mathbf{w}$ are parallel vectors, orthogonal to $\mathbf{w}$, and pointing in opposite directions. Their length is easily computed by Pythagoras' Theorem: $\left|\mathbf{v}_{i}-\mathbf{w}\right|=\sqrt{\left|\mathbf{v}_{i}\right|^{2}-1}$ and $\left|\mathbf{v}_{j}-\mathbf{w}\right|=$ $\sqrt{\left|\mathbf{v}_{j}\right|^{2}-1}$. This gives

$$
\mathbf{v}_{i}^{\top} \mathbf{v}_{j}=1+\left(\mathbf{v}_{i}-\mathbf{w}\right)^{\mathrm{\top}}\left(\mathbf{v}_{j}-\mathbf{w}\right)=1-\sqrt{\left|\mathbf{v}_{i}\right|^{2}-1} \sqrt{\left|\mathbf{v}_{j}\right|^{2}-1} .
$$

Introducing the vectors

$$
\mathbf{u}_{i}=\left(\frac{\mathbf{v}_{i}}{\sqrt{\left|\mathbf{v}_{i}\right|^{2}-1}}\right) \in \mathbb{R}^{4}
$$

we get that $\mathbf{u}_{i}^{\top} \mathbf{u}_{j}=1$. It follows similarly that if the segment connecting the two vectors intersects the sphere, then $\mathbf{u}_{i}^{\top} \mathbf{u}_{j}<1$.

Thus we get a 1-engaged representation in $\mathbb{R}^{4}$. This representation is transversal: any stress on $(G, \mathbf{u})$ would be a stress on $(G, \mathbf{v})$ as well, which is impossible by Cauchy's Theorem 14.5 .

Remark 16.34. Perhaps the most interesting special case is that of a planar but not outerplanar graph $G$. Theorem 16.33 implies that $\gamma(G)=3$ or $\gamma(G)=4$. In Kotlov-Lovász-Vempala 1997 it is proved that a triangulation of the sphere (maximal planar map) with at least 8 nodes has $\gamma(G)=3$ if and only if no 3- or 4cycle separates it into two parts with at least two nodes. (The case of non-maximal planar graphs is open.)

### 16.5. Related representations

A related representation was studied in Kang et al. 2011, where the following conditions were imposed:

$$
\mathbf{u}_{i}^{\mathrm{T}} \mathbf{u}_{j} \begin{cases}\geq 1 & \text { if } i j \in E  \tag{16.12}\\ <1 & \text { if } i j \in \bar{E}\end{cases}
$$

The results are similar to some of those described above: Every outerplanar graph has a representation in $\mathbb{R}^{3}$ satisfying $\sqrt{16.12}$, and every planar graph has such a representation in $\mathbb{R}^{4}$. There are outerplanar graphs that do not have such a representation in $\mathbb{R}^{2}$, and there are planar graphs that do not have such a representation in $\mathbb{R}^{3}$. Estimates on the minimal dimension in terms of other graph parameters were given in Reiterman-Rödl-Šinajová 1989, Reiterman-Rödl-Šinajová 1992 , Brightwell-Scheinerman 1993.

We have repeatedly come across representations in which the subgraph induced by the nodes placed in certain halfspaces are connected. A halfspace in the following discussion is the (open) set $\left\{\mathbf{x} \in \mathbb{R}^{d}: \mathbf{a}^{\top} \mathbf{x}>b\right\}$, where $\mathbf{a} \in \mathbb{R}^{d}$ is a nonzero vector. If $b=0$, we call the halfspace linear. If we want to emphasize that this is not assumed, we call it affine. We say that a representation $\mathbf{v}: V \rightarrow \mathbb{R}^{d}$ of a graph
$G$ has the connectivity property with respect to a family of subspaces, if for every halfspace in the family, the set $\mathbf{v}^{-1}(H)$ induces a connected subgraph of $G$. We allow here that this subgraph is empty; if we insist that it is nonempty, we say that the representation has the nonempty connectivity property.

Example 16.35. The skeleton of a convex polytope in $\mathbb{R}^{d}$ has the connectivity property with respect to all halfspaces (cf. Appendix C.1).

Example 16.36. The rubber band representation of a 3-connected planar graph, with the nodes of a country nailed to the vertices of a convex polygon, has the connectivity property with respect to all halfplanes (Claim 1 in the proof of Theorem 3.2 .

Example 16.37. The nullspace representation defined by a well-signed $G$-matrix $M$ with exactly one negative eigenvalue, has the nonempty connectivity property with respect to all linear halfspaces whose boundary hyperplane is spanned by representing vectors (Theorem 14.10 ), and also with respect to all linear halfspaces whose boundary contains no representing vectors.

If the graph is 3 -connected planar, then the nullspace representation defined by a well-signed $G$-matrix has the nonempty connectivity property with respect to all linear halfspaces (Corollary 14.11).

A general study of this property was initiated by Van der Holst, Laurent and Schrijver van der Holst et al. 1995a. In one version, the authors consider fulldimensional representations in $\mathbb{R}^{d}$ with the connectivity property with respect to all halfspaces. It is not hard to see that not having such a representation is a property closed under minors. They give the following (nice and easy) characterization:

Theorem 16.38. A graph has a full-dimensional representation in $\mathbb{R}^{d}$ with the connectivity property with respect to all halfspaces if and only if it is connected and has a $K_{d+1}$ minor.

We note that this result does not supply a "good characterization" for graphs not having a $K_{d+1}$ minor (both equivalent properties put this class into co-NP). We know from the Robertson-Seymour theory of graph minors Robertson-Seymour 2003 (see Lovász 2006 for a survey) that not having a $K_{d+1}$ minor is a property in P , and explicit certificates (structure theorems) for this are known for $d \leq 5$. To describe an explicit certificate for this property for general $d$ is an outstanding open problem.

To sketch the other version, let us consider full-dimensional representations in $\mathbb{R}^{d}$ with the nonempty connectivity property with respect to all linear halfspaces. No full characterization of graphs admitting such a representation is known, but the following is proved in van der Holst et al. 1995a:

Theorem 16.39. A graph has a full-dimensional representation in $\mathbb{R}^{3}$ with the nonempty connectivity property for all linear halfspaces if and only if it can be obtained from planar graphs by taking clique-sums and subgraphs.

Exercise 16.1. Let $f(G)$ denote the maximum multiplicity of the largest eigenvalue of any matrix obtained from the adjacency matrix of a graph $G$, where 1 's are replaced by arbitrary positive numbers and the diagonal entries are changed arbitrarily. Prove that $f(G)$ is the number of connected components of the graph $G$.

Exercise 16.2. The complete graph $K_{n}$ is the only graph on $n \geq 3$ nodes with $\mu=n-1$.
Exercise 16.3. If $G$ has at least one edge, then $\mu(G)=\max _{H} \mu(H)$, where $H$ ranges over all connected components of $G$.

Exercise 16.4. Let $M$ be a Colin de Verdière matrix of a path $P_{n}$, let $\pi$ be an eigenvector of $M$ belonging to the negative eigenvalue, and let $w: V\left(P_{n}\right) \rightarrow \mathbb{R}$ be a nullspace representation of $M$. Then the mapping $i \mapsto w_{i} / \pi_{i}$ gives an embedding of $G$ in the line Lovász-Schrijver 1999.

Exercise 16.5. Let $M$ be a Colin de Verdière matrix of a 2-connected outerplanar graph $G$, and let $w: V \rightarrow \mathbb{R}^{2}$ be a nullspace representation of $M$. Then the mapping $i \mapsto \mathbf{v}_{i}=\mathbf{w}_{i}^{0}$, together with the segments connecting $\mathbf{v}_{i}$ and $\mathbf{v}_{j}$ for $i j \in E$, gives an embedding of $G$ in the plane as a convex polygon with noncrossing diagonals.
Exercise 16.6. Let $\bar{\psi}: S^{2} \rightarrow S^{2}$ be a local homeomorphism. (a) Prove that there is an integer $k \geq 1$ such that $\left|\psi^{-1}(x)\right|=k$ for each $x \in S^{2}$. (b) Let $G$ be any 3-connected planar graph embedded in $S^{2}$, then $\psi^{-1}(G)$ is a graph embedded in $S^{2}$, with $k n$ nodes, $k m$ edges, and $k|F(G)|$ faces. (c) Use Euler's Formula to prove that $k=1$ and $\psi$ is bijective.
Exercise 16.7. Let $i j$ be a cut-edge of the graph $G$. Let $A$ be a $G$-matrix with $A_{i j} \neq 0$, and let $\mathbf{u}$ be the nullspace representation belonging to $A$. Then $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ are parallel.
Exercise 16.8. Prove that if a graph is embedded in $\mathbb{R}^{3}$ in such a way that every pair of disjoint cycles have an even linking number, and we perform a $\Delta-Y$ or $Y-\Delta$ transformation, then the new edges can be embedded so that the resulting embedded graph has the same property.
Exercise 16.9. Prove that for every embedding of $K_{6}$ in $\mathbb{R}^{3}$, the sum of linking numbers of disjoint pairs of triangles (10 pairs) is odd.

Exercise 16.10. All triangles in a flatly embedded simple graph can be simultaneously paneled.
Exercise 16.11. Let $P$ be a $d$-polytope with no parallel faces, and let $F_{1}$ and $F_{2}$ be antipodal faces. Prove that there are two parallel supporting hyperplanes $H_{1}$ and $H_{2}$ such that $F_{i}=H_{i} \cap P$. Show by an example that this does not hold if parallel faces are allowed.
Exercise 16.12. Prove that if $G$ is the disjoint union of graphs $G_{1}$ and $G_{2}$, then $\gamma(G) \leq \min \left\{\gamma\left(G_{1}\right)+\left|V\left(G_{2}\right)\right|, \gamma\left(G_{2}\right)+\left|V\left(G_{1}\right)\right|\right\}$.
Exercise 16.13. A graph is planar if and only if its 1-subdivision has a 1-engaged representation in $\mathbb{R}^{3}$.

Exercise 16.14. Every graph has a subdivision with $\gamma \leq 4$.
Exercise 16.15. If $G$ is a planar map of girth at least 5 , then $\gamma(G) \leq 3$.
Exercise 16.16. Prove that a graph $G$ has a full-dimensional representation in $\mathbb{R}^{d}$ with the connectivity property with respect to all linear halfspaces, such that the origin is not contained in the convex hull of representing vectors, if and only if it has a $K_{d}$ minor.
Exercise 16.17. Prove that if a graph $G$ has a full-dimensional representation in $\mathbb{R}^{d}$ in general position with the connectivity property with respect to all linear halfspaces, then $G$ is $d$-connected.

Exercise 16.18. Prove the following characterizations of graphs having fulldimensional representations in $\mathbb{R}^{d}$ with the nonempty connectivity property with respect to all linear halfspaces, for small values of $d$ : (a) for $d=1$ : forests; (b) for $d=2$ : series-parallel graphs (graphs with no $K_{4}$ minors).

## CHAPTER 17

## Metric Representations

Given a graph, we would like to embed it in a Euclidean space so that the length of shortest paths between nodes in the graph (the graph metric) should be the same as, or at least close to, the geometric distance of the representing vectors. Our goal is to illustrate some of the embedding techniques, and, mainly, the use of such embeddings to prove graph-theoretic theorems and to design algorithms.

We start with discussing a few embedding techniques that preserve distances. It is not hard to see, however, that in most nontrivial cases every embedding will necessarily have some distortion. For example, the graph metric on the "claw" $K_{1,3}$ cannot be embedded isometrically in a Euclidean space of any dimension. We get more general and useful results if we study embeddings where the distances may change, but in controlled manner. To emphasize the difference, we will distinguish distance preserving (isometric) and distance respecting representations.

The complete $k$-graph can be embedded isometrically in a Euclidean space with dimension $k-1$, but not in lower dimensions. There is often a trade-off between dimension and distortion. This motivates our concern with the dimension of the space in which we represent our graph.

Most of the methods that have been developed for such embeddings extend to more general (often all) finite metric spaces. Recall that a metric space is a set $V$ endowed with a distance function $\mathrm{d}_{2}: V \times V \rightarrow \mathbb{R}_{+}$such that $\mathrm{d}_{2}(u, v)=0$ if and only if $u=v, \mathrm{~d}_{2}(v, u)=\mathrm{d}_{2}(u, v)$, and $\mathrm{d}_{2}(u, w) \leq \mathrm{d}_{2}(u, v)+\mathrm{d}_{2}(v, w)$ for all $u, v, w \in V$. Sometimes it will be convenient to extend the representability problem to semimetric spaces (to spaces $\left(V, \mathrm{~d}_{2}\right)$ where $\mathrm{d}_{2}: V \times V$ is nonnegative, symmetric and satisfies the triangle inequality, but $\mathrm{d}_{2}(u, v)=0$ is allowed for different points $u, v \in V)$.

There is a large literature of embeddings of one metric space into another so that distances are preserved (isometric embeddings) or at least not distorted too much. These results are often very combinatorial, and have important applications to graph theory and combinatorial algorithms; see Indyk-Matoušek 2004, Matoušek 2002, Matoušek 2013] for more.

Here we restrict our interest to embeddings of (finite) metric spaces into basic normed spaces. It will be often convenient to use the scaled version of the standard $\ell_{p}$-norm, namely

$$
\|x\|_{p}=\frac{1}{d^{1 / p}}|x|_{p}=\left(\frac{1}{d} \sum_{i=1}^{d}\left|x_{i}\right|^{p}\right)^{1 / p}
$$

for $x \in \mathbb{R}^{d}$ and $p \geq 1$. In the case of $p=\infty$, we have $|x|_{\infty}=\|x\|_{\infty}=\max _{i}\left|x_{i}\right|$. This version of the norms can be considered as function norms over the (finite) probability space $\{1, \ldots, d\}$ endowed with the uniform measure. With this scaling, we have $\|\mathbf{x}\|_{p} \leq\|\mathbf{x}\|_{q}$ for $1 \leq p<q \leq \infty$.

An $\ell_{p}$-representation of a finite metric space ( $V, \mathrm{~d}_{2}$ ) is a mapping $\mathbf{u}: V \rightarrow \mathbb{R}^{m}$ such that $\mathrm{d}_{2}(i, j)=\left\|\mathbf{u}_{i}-\mathbf{u}_{j}\right\|_{p}$. We say that $\left(V, \mathrm{~d}_{2}\right)$ is $\ell_{p}$-representable, or shortly an $\ell_{p}$-metric. Note that in the definition of this representability we could use the $|\cdot|_{p}$-norm instead of the $\|.\|_{p}$-norm, by scaling the representing vectors by a factor of $d^{1 / p}$.

In our limited treatment of metric embeddings, our main interest will lie in one embedding technique, the Bourgain random subset representation, which has a variety of graph theoretic applications. It is perhaps natural that we need to do some preliminary work discussing some examples of isometric embeddings which will be needed later. We also need a fundamental tool, the Johnson-Lindenstrauss Lemma, which helps to control the dimension of the embeddings.

After treating the random subset representation and its applications, we introduce the fascinating notion of volume-respecting embedding, which can be considered as a quantitative version of "general position". The random subset representation method can be extended to this case, but this will be somewhat hard going, requiring several facts from high dimensional geometry, which are collected in the Appendix.

### 17.1. Preserving distances

17.1.1. Supremum norm. The embedding problem is easy if the supremum norm is used in the target space.

Theorem 17.1 (Fréchet). Any finite metric space on $n$ points can be embedded isometrically into $\left(\mathbb{R}^{n},\|\cdot\|_{\infty}\right)$.

The theorem is valid for infinite metric spaces as well (when infinite dimensional $L_{\infty}$ spaces must be allowed for the target space), with a slight modification of the proof. We describe the simple proof for the finite case, since its idea will be used later on.

Proof. Let $\left(V, \mathrm{~d}_{2}\right)$ be a finite metric space, and consider the vector labeling

$$
v \mapsto \mathbf{u}_{v}=\left(\mathrm{d}_{2}(v, i): i \in V\right) \quad(v \in V)
$$

By the triangle inequality,

$$
\left\|\mathbf{u}_{u}-\mathbf{u}_{v}\right\|_{\infty}=\max _{i}\left|\mathrm{~d}_{2}(u, i)-\mathrm{d}_{2}(v, i)\right| \leq \mathrm{d}_{2}(u, v)
$$

On the other hand, the coordinate corresponding to $i=v$ gives

$$
\left\|\mathbf{u}_{u}-\mathbf{u}_{v}\right\|_{\infty} \geq\left|\mathrm{d}_{2}(u, v)-\mathrm{d}_{2}(v, v)\right|=\mathrm{d}_{2}(u, v)
$$

17.1.2. Manhattan distance. Another representation with special combinatorial significance is a representation in $\mathbb{R}^{n}$ with the $\ell_{1}$-distance (often called Manhattan distance). For a fixed underlying set $V$, all $\ell_{1}$-semimetrics form a closed convex cone: if $i \mapsto \mathbf{u}_{i} \in \mathbb{R}^{m}$ is an $\ell_{1}$-representation of $\left(V, \mathrm{~d}_{2}\right)$ and $i \mapsto \mathbf{u}_{i}^{\prime} \in \mathbb{R}^{m^{\prime}}$ is an $\ell_{1}$-representation of $\left(V, \mathrm{~d}_{2}^{\prime}\right)$, then

$$
i \mapsto\left(m+m^{\prime}\right)\binom{\frac{\alpha}{m} \mathbf{u}}{\frac{\alpha^{\prime}}{m^{\prime}} \mathbf{u}^{\prime}}
$$

is an $\ell_{1}$-representation of $\alpha \mathrm{d}_{2}+\alpha^{\prime} \mathrm{d}_{2}^{\prime}$ for $\alpha, \alpha^{\prime} \geq 0$.

A very useful way of representing $\ell_{1}$-semimetrics is by Hamming metrics. We have a measurable space $(X, \mu)$, and a family of measurable subsets of finite measure $X_{i} \subseteq X(i \in V)$. Define

$$
\mathrm{d}_{2}(i, j)=\mu\left(X_{i} \triangle X_{j}\right)
$$

It is trivial to check that this defines a semimetric. Since we are interested in finite metric spaces, we can always assume that the space $X$ is finite: the sets $X_{i}$ partition $X$ into a finite number of parts, and we can aggregate each part to a single atom (with the same weight).

Hamming metrics on the same set $V$ form a convex cone: clearly they can be scaled by any positive number by scaling the measure $\mu$, and the sum of two Hamming metrics $\mathrm{d}_{2}$ and $\mathrm{d}_{2}^{\prime}$ is again a Hamming metric. To see this, let $\left(V, \mathrm{~d}_{2}\right)$ be represented by subsets $X_{i}$ in a measurable space $(X, \mu)$, and ( $\left.V, \mathrm{~d}_{2}^{\prime}\right)$ be represented by subsets $X_{i}^{\prime}$ in a measurable space $\left(X^{\prime}, \mu^{\prime}\right)$, where we may assume that $X$ and $X^{\prime}$ are disjoint. Then $\left(V, \mathrm{~d}_{2}+\mathrm{d}_{2}^{\prime}\right)$ is represented by the sets $X_{i} \cup X_{i}^{\prime}$ in the measurable space $\left(X \cup X^{\prime}, \mu \cup \mu^{\prime}\right)$ (the measure $\mu \cup \mu^{\prime}$ being defined by $\left(\mu \cup \mu^{\prime}\right)(S)=\mu(S \cap X)+$ $\left.\mu^{\prime}\left(S \cap X^{\prime}\right)\right)$.

This last remark is superfluous in the light of the following fact (but it is used in its proof):
Proposition 17.2. Hamming semimetrics on a finite set coincide with $\ell_{1}$ semimetrics.

Proof. Let $\left(V, \mathrm{~d}_{2}\right)$ be represented by subsets $X_{i}$ in a finite measurable space $(X, \mu)$. Define a vector $\mathbf{u}_{i} \in \mathbb{R}^{X}$ by

$$
\left(\mathbf{u}_{i}\right)_{j}= \begin{cases}\frac{\mu(j)}{|X|}, & \text { if } j \in X_{i} \\ 0, & \text { otherwise }\end{cases}
$$

It is straightforward to check that this defines an $\ell_{1}$-representation of $\left(V, \mathrm{~d}_{2}\right)$.
Conversely, let $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ be an $\ell_{1}$-representation of $\left(V, \mathrm{~d}_{2}\right)$. If $k=1$, then $i \mapsto\left[0, \mathbf{u}_{i}\right]$ is a Hamming representation of $\left(V, \mathrm{~d}_{2}\right)$ in the measurable space $(\mathbb{R}, \lambda)$. If $k>1$, we construct a Hamming representation for each coordinate, and add them up as described above.

Of special interest are the $\ell_{1}$-semimetrics $\left(V, \mathrm{~d}_{S}\right)$ defined by a subset $S \subseteq V$,

$$
\mathrm{d}_{S}(i, j)= \begin{cases}1, & \text { if }|\{i, j\} \cap S|=1 \\ 0, & \text { otherwise }\end{cases}
$$

which we call a 2-partition distance. (These are often called cut-semimetrics, but I do not want to use this term since "cut norm" and "cut distance" are used in this book in a different sense.) 2-partition distances and their connection to Manhattan metrics are discussed in detail, with many applications from number theory to optimization, in the book Deza-Laurent 1997.

Proposition 17.3. A finite semimetric space ( $V, \mathrm{~d}$ ) is an $\ell_{1}$-semimetric if and only if it can be written as a nonnegative linear combination of 2-partition distances.

Proof. Every 2-partition distance $\mathrm{d}_{S}$ can be represented in the 1-dimensional space by the map $\mathbb{1}_{S}$. It follows that every nonnegative linear combination of 2 partition distances on the same underlying set is an $\ell_{1}$-semimetric. Conversely, every $\ell_{1}$-semimetric is a sum of $\ell_{1}$-semimetrics representable in $\mathbb{R}^{1}$ (just consider
the coordinates of any $\ell_{1}$-representation). So it suffices to consider $\ell_{1}$-semimetrics $(V, \mathrm{~d})$ for which there is a representation $i \mapsto u_{i} \in \mathbb{R}$ such that $\mathrm{d}(i, j)=\left|u_{i}-u_{j}\right|$. We may assume that $V=[n]$ and $u_{1} \leq \cdots \leq u_{n}$, then for $i<j$,

$$
\mathrm{d}(i, j)=\sum_{k=1}^{n-1}\left(u_{k+1}-u_{k}\right) \mathrm{d}_{\{1, \ldots, k\}}
$$

expresses $d$ as a nonnegative linear combination of 2-partition distances.
There are a lot of results relating the $\ell_{1}$-metric to other classical metrics on linear spaces, most notably to $\ell_{p}$-metrics. We only need the following fact.
Proposition 17.4. If a finite metric space ( $V, \mathrm{~d}$ ) is $\ell_{2}$-representable, then it is $\ell_{1}$-representable.

Proof. Let $(V, \mathrm{~d})$ be a finite metric space and let $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ be an $\ell_{2^{-}}$ representation. We may assume (by trivial scaling) that $\mathbf{u}(V) \subseteq B^{d}$.

By Proposition 17.2 , it suffices to represent $(V, \mathrm{~d})$ as a Hamming distance. Consider the measurable space $\left(B^{k}, \mu\right)$, where the measure is defined by

$$
\mu(Y)=C \int_{Y} \frac{1}{|\mathbf{x}|^{1-d}} d \mathbf{x}
$$

(the constant $C$ will be determined later). It is easy to see that

$$
\mu(Y) \sim \int_{S^{d-1}} \lambda([-\mathbf{x}, \mathbf{x}] \cap Y) d \sigma(\mathbf{x})
$$

where $\lambda$ is the 1 -dimensional Lebesgue measure and $\sigma$ is the $(d-1)$-dimensional Lebesgue measure on $S^{d-1}$.


Figure 17.1. Representing an $\ell_{2}$ metric in $\ell_{1}$.
The sets $X_{i}$ representing the points in $V$ are easy to define: $X_{i}$ is the "Thales ball" over the segment $\left[0, \mathbf{u}_{i}\right]$. In formula, this means that

$$
X_{i}=\left\{\mathbf{x} \in \mathbb{R}^{k}: \mathbf{x}^{\top}\left(\mathbf{u}_{i}-\mathbf{x}\right) \geq 0\right\}
$$

To calculate the measure of $X_{i} \triangle X_{j}$, note that for any $\mathbf{x} \in S^{k-1}$, the intersection $[-\mathbf{x}, \mathbf{x}] \cap\left(X_{i} \triangle X_{j}\right)$ is just the segment between the orthogonal projections of $\mathbf{u}_{i}$ and $\mathbf{u}_{j}$ onto the diameter $[-\mathbf{x}, \mathbf{x}]$ (Figure 17.1). Hence

$$
\lambda\left([-\mathbf{x}, \mathbf{x}] \cap\left(X_{i} \triangle X_{j}\right)\right)=\left|\mathbf{x}^{\top} \mathbf{u}_{i}-\mathbf{x}^{\top} \mathbf{u}_{j}\right|=\left|\mathbf{x}^{\top}\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)\right|=\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|\left|\mathbf{x}^{\top}\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)^{0}\right|
$$

Integrating over $\mathbf{x} \in S^{k-1}$, the integral of $\left|\mathbf{x}^{\top}\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)^{0}\right|$ is independent of $\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)^{0}$ (which is just a unit vector). Hence

$$
\int_{S^{k-1}} \lambda\left([-\mathbf{x}, \mathbf{x}] \cap\left(X_{i} \triangle X_{j}\right)\right) d \sigma(\mathbf{x}) \sim\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|
$$

and the scaling factor $C$ above has been chosen so that $\mu\left(X_{i} \triangle X_{j}\right)=\left|\mathbf{u}_{i}-\mathbf{u}_{j}\right|$.
The converse of the last proposition does not hold: there are $\ell_{1}$-representable finite metric spaces that are not $\ell_{2}$-representable, as shown e.g. by the graph distance in the 4 -cycle.

### 17.2. Respecting distances

As we have seen, the possibility of a geometric representation that exactly reflects the graph distance is limited, and therefore we allow distortion. Let $F: \quad V_{1} \rightarrow V_{2}$ be a mapping of the metric space $\left(V_{1}, \mathrm{~d}_{1}\right)$ into the metric space $\left(V_{2}, \mathrm{~d}_{2}\right)$. We define the distortion of $F$ as

$$
\sup _{\substack{u, v \in V_{1} \\ u \neq v}} \frac{\mathrm{~d}_{2}(F(u), F(v))}{\mathrm{d}_{1}(u, v)} / \inf _{\substack{u, v \in V_{1} \\ u \neq v}} \frac{\mathrm{~d}_{2}(F(u), F(v))}{\mathrm{d}_{1}(u, v)} .
$$

Note that to have finite distortion, the map $F$ must be injective. The distortion does not change if all distances in one of the metric spaces are scaled by the same factor. So if we are looking for embeddings in Euclidean spaces (more generally, in normed linear spaces), then we may scale the vectors, and restrict our attention to embeddings that are contractive, that is, satisfying $\mathrm{d}_{2}(F(u), F(v)) \leq \mathrm{d}_{1}(u, v)$ for all $u, v \in V_{1}$.

We present some basic theorems about embeddings, and give an important application in flow theory.
17.2.1. Dimension reduction. In many cases, we can control the dimension of the ambient space based on general principles, and we start with a discussion of these. The dimension problem is often easy to handle, due to a fundamental lemma [Johnson-Lindenstrauss 1984].
Lemma 17.5 (Johnson-Lindenstrauss). For every $0<\varepsilon<1$, every $n$-point set $S \subset \mathbb{R}^{n}$ can be mapped into $\mathbb{R}^{d}$ with $d<(80 \ln n) / \varepsilon^{2}$ with distortion at most $\varepsilon$ in the Euclidean distance.

Proof. Orthogonal projection onto a random $d$-dimensional subspace $L$ does the job. First, let us see what happens to the distance of a fixed pair of points $\mathbf{x}, \mathbf{y} \in S$. Instead of projecting the fixed segment of length $|\mathbf{x}-\mathbf{y}|$ on a random subspace, we can project a random vector of the same length on a fixed subspace. Then C.17 in the Appendix applies, and tells us that with probability at least $1-4 e^{-\varepsilon^{2} d / 4}$, the projections $\mathbf{x}^{\prime}$ and $\mathbf{y}^{\prime}$ of every fixed pair of points $\mathbf{x}$ and $\mathbf{x}^{\prime}$ satisfy

$$
\frac{1}{1+\varepsilon} \sqrt{\frac{d}{n}} \leq \frac{\left|\mathbf{x}^{\prime}-\mathbf{y}^{\prime}\right|}{|\mathbf{x}-\mathbf{y}|} \leq(1+\varepsilon) \sqrt{\frac{d}{n}}
$$

It follows that with probability at least $1-\binom{n}{2} 4 e^{-\varepsilon^{2} d / 4}$, this inequality holds simultaneously for all pairs $x, y \in S$, and then the distortion of the projection is at most $(1+\varepsilon)^{2}<1+3 \varepsilon$. Replacing $\varepsilon$ by $\varepsilon / 3$ and choosing $d$ as in the Theorem, this probability is positive, and the lemma follows.

Remark 17.6. More careful computation gives a constant of 8 instead of 80 . It will also be important later that the mapping constructed in the proof is linear, and it can be assumed that it is nonsingular when restricted to any $d$-dimensional affine subspace determined by $S$.

The Johnson-Lindenstrauss Lemma does not extend to all values of $p$. To be more precise, there are examples of $n$-point subsets $S$ of $\mathbb{R}^{n}$ for which every mapping $\phi: S \rightarrow \mathbb{R}^{d}\left(d<n^{c}\right)$ has a distortion of at least $\Omega\left(c^{2}\right)$, if the $\ell_{1}$-distance is used in both $S$ and $\phi(S)$ Brinkman-Charikar 2005]. See [Matoušek 2008] for a survey of the many extensions and variants of the Johnson-Lindenstrauss Lemma.
17.2.2. Embedding with small distortion. We describe an important construction for the embedding of a general metric space into a Euclidean $\left(\ell_{2}\right)$ space Bourgain 1985, which has low distortion (and other interesting and useful properties, as we will see later).

Theorem 17.7. Every metric space with n points can be embedded in the Euclidean space $\mathbb{R}^{d}$ with distortion $O(\log n)$ and dimension $d=O(\log n)$.

To motivate the construction, let us recall Fréchet's Theorem 17.1. we embed a general metric space ( $V, \mathrm{~d}$ ) isometrically into $\ell_{\infty}$ by assigning a coordinate to each point $w \in V$, and considering the representation

$$
\mathbf{x}: i \mapsto(\mathrm{~d}(w, i): w \in V)
$$

If we want to represent the metric space by Euclidean metric with a reasonably small distortion, this construction will not work, since it may happen that all points except $u$ and $v$ are at the same distance from $u$ and $v$, and once we take a sum of coordinates instead of the maximum to compute the norm, the contribution from $u$ and $v$ will become negligible. The remedy will be to take distances from sets rather than from points; it turns out that we need sets with sizes of all orders of magnitude, and this is where the logarithmic factor is lost.

We start with describing a simpler version, which is only good "on the average". For a while, it will be more convenient to work with $\ell_{1}$ distances instead of Euclidean distances. Both of these deviations from our goal will be easy to fix.

Let ( $V, \mathrm{~d}$ ) be a metric space on $n$ elements. We may assume that the diameter of the space is at most 1 . Let $m=\lceil\log n\rceil$, and for every $1 \leq r \leq m$, choose a random subset $\mathbf{A}_{r} \subseteq V$, putting every element $v \in V$ into $\mathbf{A}_{r}$ with probability $2^{-r}$. Let $\mathrm{d}\left(v, \mathbf{A}_{i}\right)$ denote the distance of node $v$ from the set $\mathbf{A}_{i}$ (if $\mathbf{A}_{i}=\emptyset$, we set $\left.\mathrm{d}\left(v, \mathbf{A}_{i}\right)=1\right)$. Consider the vector labeling $\mathbf{x}: V \rightarrow \mathbb{R}^{m}$ defined by

$$
\begin{equation*}
\mathbf{x}_{u}=\left(\mathrm{d}\left(u, \mathbf{A}_{1}\right), \ldots, \mathrm{d}\left(u, \mathbf{A}_{m}\right)\right)^{\top} \tag{17.1}
\end{equation*}
$$

We call this the random subset representation of $(V, \mathrm{~d})$ in $\ell_{p}$.
Lemma 17.8. The random subset representation is contractive with respect to any $\ell_{p}$-norm.

Proof. For $u, v \in V$, by the triangle inequality,

$$
\left|\mathrm{d}\left(u, \mathbf{A}_{i}\right)-\mathrm{d}\left(v, \mathbf{A}_{i}\right)\right| \leq \mathrm{d}(u, v)
$$

and hence

$$
\left\|\mathbf{x}_{u}-\mathbf{x}_{v}\right\|_{p} \leq\left\|\mathbf{x}_{u}-\mathbf{x}_{v}\right\|_{\infty} \leq \mathrm{d}(u, v)
$$

To prove deeper properties of this representation, we have to use that it depends on the random choice of the sets $A_{i}$, and so we have to make probabilistic statements about it. It will be convenient to introduce, for any real-valued random variable $X$, the median median $(X)$, defined as a real number such that $\mathrm{P}(X<\operatorname{median}(X)) \leq$ $1 / 2$ and $\mathrm{P}(X>\operatorname{median}(X)) \leq 1 / 2$. There may be a whole interval of such values, in which case we denote by median $(X)$ the midpoint of this interval (just to make it well defined).

It is easy to see that every median of $X$ minimizes $\mathrm{E}(|X-y|)$ over $y \in \mathbb{R}$ (assuming the expectation is finite). In other words, $\mathrm{E}(|X-\operatorname{median}(X)|) \leq \mathrm{E}(\mid X-$ $y \mid)$ for every $y \in \mathbb{R}$. For a random vector $\mathbf{X}=\left(X_{1}, \ldots, X_{m}\right)$, we define median $(\mathbf{X})=$ (median $\left(X_{1}\right), \ldots$, median $\left.\left(X_{m}\right)\right)$.

Our next lemma says that for a fixed node $u$, the vector $\mathbf{x}_{u}$ cannot be too concentrated.

Lemma 17.9. Let $u \in V$ and $0<\delta \leq \operatorname{diam}(V, \mathrm{~d})$. Define $X_{r}=\min \left(d\left(u, \mathbf{A}_{r}\right), \delta\right)$ and $\mathbf{X}=\left(X_{1}, \ldots, X_{m}\right)$. Then

$$
\mathrm{E}\left(|\mathbf{X}-\operatorname{median}(\mathbf{X})|_{1}\right) \geq \frac{\delta}{4}
$$

Proof. For any integer $r \in[m]$ and real number $t \in(0, \delta)$, the inequality $X_{r}>t$ is equivalent to $d\left(u, A_{r}\right)>t$, which in turn means that $A_{r} \cap B(u, t)=\emptyset$. Hence

$$
\begin{equation*}
\mathrm{P}\left(d\left(k, A_{r}\right)>x\right)=\left(1-p_{r}\right)^{|B(k, x)|}=(2 k)^{-s^{-r}|B(k, x)|} . \tag{17.2}
\end{equation*}
$$

Define $r(x)=\lfloor a \log |B(k, x)|\rfloor$, then clearly $1 \leq r(x) \leq m$. Formula 17.2 implies that

$$
\begin{equation*}
\frac{1}{8 k}<\mathrm{P}\left(d\left(k, A_{r(x)}\right)>x\right) \leq \frac{1}{2 k} \tag{17.3}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\frac{1}{4} \leq \mathrm{P}\left(X_{r(t)}>t\right) \leq \frac{3}{4} \tag{17.4}
\end{equation*}
$$

for every $t$.
Whatever the value of median $\left(X_{r(t)}\right)$ is, $X_{r(t)}$ is on the other side of $t$ with probability at least $1 / 4$ by (17.4). Hence $\mathrm{P}\left(t \in\left[X_{r(t)}\right.\right.$, median $\left.\left.\left(X_{r(t)}\right)\right]\right) \geq 1 / 4$. The coordinate $r(t)$ depends on $t$, but we get rid of this dependence if we sum over $r$ :

$$
\sum_{r=1}^{m} \mathrm{P}\left(t \in\left[X_{r}, \operatorname{median}\left(X_{r}\right)\right]\right) \geq \frac{1}{4}
$$

Now let $T \in[0, \delta]$ be a uniform random number, then for every choice of $x$ and $y$, $\mathrm{P}(T \in[x, y]) \leq|x-y| / \delta$, and so

$$
\begin{aligned}
\mathrm{E}\left(|\mathbf{X}-\operatorname{median}(\mathbf{X})|_{1}\right) & =\sum_{r=1}^{m} \mathrm{E}\left(\left|X_{r}-\operatorname{median}\left(X_{r}\right)\right|\right) \\
& \geq \sum_{r=1}^{m} \delta \mathrm{P}\left(T \in\left[X_{r}, \operatorname{median}\left(X_{r}\right)\right]\right) \geq \frac{\delta}{4}
\end{aligned}
$$

As an easy application of this lemma, we bound the distance of two representative points, at least in expectation.

Lemma 17.10. The random subspace representation 17.1 satisfies

$$
\mathrm{E}\left(\left\|\mathbf{x}_{u}-\mathbf{x}_{v}\right\|_{p}\right) \geq \frac{d(u, v)}{8 m}
$$

for every pair of points $u, v \in V$.
Proof. By the inequality relating different $\ell_{p}$-norms, it suffices to prove this for $p=1$. Define $\delta=d(u, v) / 2, X_{r}=\min \left(d\left(u, \mathbf{A}_{r}\right), \delta\right), Y_{r}=\min \left(d\left(v, \mathbf{A}_{r}\right), \delta\right)$, $\mathbf{X}=\left(X_{1}, \ldots, X_{m}\right)^{\top}$ and $\mathbf{Y}=\left(Y_{1}, \ldots, Y_{m}\right)^{\top}$. Since $\mathbf{X}$ and $\mathbf{Y}$ depend only on how $\mathbf{A}_{r}$ behaves in the disjoint open neighborhoods of radius $\delta$ of $u$ and $v$, respectively, these quantities are independent random variables. Fix $\mathbf{Y}$ and invoke Lemma 17.9

$$
\mathrm{E}\left(\|\mathbf{X}-\mathbf{Y}\|_{1}\right) \geq \frac{\delta}{4 m}
$$

It is easy to check that

$$
\left|d\left(u, \mathbf{A}_{i}\right)-d\left(v, \mathbf{A}_{i}\right)\right| \geq\left|X_{i}-Y_{i}\right|
$$

and so

$$
\mathrm{E}\left(\left\|\mathbf{x}_{u}-\mathbf{x}_{v}\right\|_{1}\right) \geq \mathrm{E}\left(\|\mathbf{X}-\mathbf{Y}\|_{1}\right) \geq \frac{\delta}{4 m}=\frac{d(u, v)}{8 m}
$$

Now we are ready to prove the theorem.
Proof of Theorem 17.7. Lemma 17.8 says that the random subset embedding is contractive, so it suffices to prove that it does not contract any distance by more than a factor of $m=O(\log n)$, with large probability. The previous lemma only bounds the expectation of these distances. The Law of Large Numbers suggests the remedy: the distance $\left\|\mathbf{x}_{u}-\mathbf{x}_{v}\right\|_{1}$ is the average of $m$ independent bounded random variables, and hence it will be close to its expectation with high probability, if $m$ is large enough. We can multiply $m$ basically for free. To be more precise, let us generate $N$ independent copies $\mathbf{x}^{1}, \ldots, \mathbf{x}^{N}$ of the representation (17.1), and consider the mapping y : $V \rightarrow \mathbb{R}^{N m}$, defined by

$$
\mathbf{y}_{u}=\left(\begin{array}{c}
\mathbf{x}_{u}^{1}  \tag{17.5}\\
\vdots \\
\mathbf{x}_{u}^{N}
\end{array}\right)
$$

Then

$$
\left\|\mathbf{y}_{u}-\mathbf{y}_{v}\right\|_{1} \leq d(u, v) \quad \text { and } \quad \mathrm{E}\left(\left\|\mathbf{y}_{u}-\mathbf{y}_{v}\right\|_{1}\right)=\mathrm{E}\left(\left\|\mathbf{x}_{u}-\mathbf{x}_{v}\right\|_{1}\right) \geq \frac{1}{8 m} d(u, v)
$$

For every $u$ and $v,\left\|\mathbf{y}_{u}-\mathbf{y}_{v}\right\|_{1} \rightarrow \mathbf{E}\left(\left\|\mathbf{x}_{u}-\mathbf{x}_{v}\right\|_{1}\right) \geq d(u, v) /(8 m)$ almost surely by the Law of Large Numbers, and hence if $N$ is large enough, then with high probability

$$
\begin{equation*}
\left\|\mathbf{y}_{u}-\mathbf{y}_{v}\right\|_{1} \geq \frac{d(u, v)}{9 m} \quad \text { for all } u, v \in V \tag{17.6}
\end{equation*}
$$

So $\mathbf{y}$ is a representation in $\ell_{1}$ with distortion at most $9 m$.
The assertions above extend to every $\ell_{p}$-distance instead of the $\ell_{1}$-distance (in particular, to the Euclidean distance): first, $\left\|\mathbf{y}_{u}-\mathbf{y}_{v}\right\|_{p} \leq\left\|\mathbf{y}_{u}-\mathbf{y}_{v}\right\|_{\infty} \leq d(u, v)$ just like above, and second, $\left\|\mathbf{y}_{u}-\mathbf{y}_{v}\right\|_{p} \geq\left\|\mathbf{y}_{u}-\mathbf{y}_{v}\right\|_{1} \geq d(u, v) /(9 m)$ with high probability for all $u, v \in V$.

We are not done yet, since choosing a large $N$ will result in a representation in a very high dimension. For the Euclidean distance ( $p=2$ ), we can apply the JohnsonLindenstrauss Lemma 17.5 (in other words, we apply a random projection), to reduce the dimension as stated in the Theorem.

Remark 17.11. The theorem remains valid for all $p \geq 1$, but the proof needs additional work, since the Johnson-Lindenstrauss Lemma does not hold for all $p$. One can estimate the concentration of $\left\|\mathbf{x}_{u}-\mathbf{x}_{v}\right\|_{1}$ using the Chernoff-Hoeffding Inequality; the details of this computation are omitted.

Deep connections of the random subset representation with graph theory were described by Linial-London-Rabinovich 1995. They showed how to construct an embedding satisfying the conditions in Theorem 17.7 by a deterministic algorithm, and gave the important application to flow theory to be described in Section 17.2 .3 . They also showed that Bourgain's embedding is essentially optimal, in the sense that the $O(\log n)$ factor cannot be improved (see also [Matoušek 1997]):

Proposition 17.12. Let $G$ be an a-regular graph $(a \geq 3)$, which is a b-edgeexpander $(b>0)$, and let $(V, d)$ be the graph metric of $G$, then every embedding of $\left(V, \mathrm{~d}_{2}\right)$ in a Euclidean space has distortion at least $b \log (n / 2) / \log a$.

Proof. Since the graph is $a$-regular, the number of nodes accessible from a given node in at most $t$ steps $(t \geq 1)$ is bounded by $1+a+a(a-1)+\cdots+a(a-$ $1)^{t-1}<a^{t}$. So in fewer than $\log (n / 2) / \log a$ steps fewer than half of the nodes can be reached, which implies that

$$
\sum_{u, v \in V} d(u, v) \geq \frac{\log (n / 2)}{\log a} \frac{n^{2}}{2}
$$

Since the number of edges is $a n / 2$, it follows that the graph distance satisfies the inequality

$$
\begin{equation*}
\sum_{u, v \in V} d(u, v) \geq \frac{n}{a} \frac{\log (n / 2)}{\log a} \sum_{u v \in E} d(u, v) \tag{17.7}
\end{equation*}
$$

On the other hand, for the 2-partition distance $d_{S}$ determined by a set $S \subseteq V$, we have

$$
\sum_{u, v \in V} d_{S}(u, v)=|S||V \backslash S|
$$

and by the hypothesis about the expansion of the graph,

$$
\sum_{u v \in E} d_{S}(u, v)=e_{G}(S, V \backslash S) \geq \frac{a b}{n}|S||V \backslash S|
$$

whence

$$
\sum_{u, v \in V} d_{S}(u, v) \leq \frac{n}{a b} \sum_{u v \in E} d_{S}(u, v)
$$

Since every $\ell_{1}$-semimetric is a nonnegative linear combination of 2 -partition distances by Proposition 17.3 , it follows that every $\ell_{1}$-semimetric $d_{1}$ satisfies

$$
\begin{equation*}
\sum_{u, v \in V} d_{1}(u, v) \leq \frac{n}{a b} \sum_{u v \in E} d_{1}(u, v) \tag{17.8}
\end{equation*}
$$

Comparing (17.7) and (17.8), we see that every $\ell_{1}$-metric approximating the graph distance must have distortion at least $(\log (n / 2)) / \log a$. By Proposition 17.4 the same holds for every $\ell_{2}$-metric.
17.2.3. Multicommodity flows and approximate Max-Flow-Min-Cut. The following fundamental result in the theory of multicommodity flows was proved in Leighton-Rao 1998. Stated in a larger generality, as proved in Linial-London-Rabinovich 1995, it says the following. Suppose that we have a multicommodity flow problem on a graph $G$. This means that we are given $k$ pairs of nodes $\left(s_{i}, t_{i}\right)(i=1, \ldots, k)$, and for each such pair, we are given a demand $d_{i} \geq 0$. Every edge $e$ of the graph has a capacity $c_{e} \geq 0$. We would like to design a flow $f^{i}$ from $s_{i}$ to $t_{i}$ of value $d_{i}$ for every $1 \leq i \leq k$, so that for every edge the capacity constraint is satisfied.

We state the problem more precisely. We need a reference orientation of $G$; let $\vec{E}$ denote the set of these oriented edges. We want an $\left(s_{i}, t_{i}\right)$-flow $f^{i}$ for every $1 \leq i \leq k$, with prescribed flow values $d_{i}$, so that the total flow through an edge does not exceed the capacity of the edge:

$$
\begin{equation*}
\sum_{i=1}^{k}\left|f^{i}(e)\right| \leq c_{e} \quad \text { for all } e \in \vec{E}(G) \tag{17.9}
\end{equation*}
$$

(this clearly does not depend on which orientation of the edge we consider).
Let us hasten to point out that the solvability of a multicommodity flow problem is just the feasibility of a linear program (we treat the values $f(e)$ as variables). So the multicommodity flow problem is polynomial time solvable. We can also apply the Farkas Lemma, and derive a necessary and sufficient condition for solvability. If you work out the dual, quite likely you will get a condition that is not transparent at all; however, there is a very nice form [Iri 1967, Shahroki-Matula 1990], which fits particularly well into the topic of this book.

Consider a semimetric $D$ on $V$. Let us describe an informal (physical) derivation of the conditions. Think of an edge $e=u v$ as a pipe with cross section $c_{e}$ and length $D(e)=D(u, v)$. Then the total volume of the system is $\sum_{e} c_{e} D(e)$. If the multicommodity problem is feasible, then every flow $f^{i}$ occupies a volume of at least $d_{i} D\left(s_{i}, t_{i}\right)$, and hence

$$
\begin{equation*}
\sum_{i} d_{i} D\left(s_{i}, t_{i}\right) \leq \sum_{e} c_{e} D(e) \tag{17.10}
\end{equation*}
$$

We call this inequality the volume condition. This condition, when required for every semimetric, is also sufficient:

Theorem 17.13. Let $G$ be a graph, let $s_{i}, t_{i} \in V, d_{i} \in \mathbb{R}_{+}(i=1, \ldots, k)$, and $c_{e} \in \mathbb{R}_{+}(e \in E)$. Then there exist $\left(s_{i}, t_{i}\right)$-flows $\left(f^{i}: i \in[k]\right)$ satisfying the demand conditions $\operatorname{val}\left(f^{i}\right)=d_{i}$ and the capacity constraints $\sqrt{17.9}$ if and only if the volume condition 17.10 holds for every semimetric $D$ in $V$.

We leave the exact derivation of the necessity of the condition, as well as the proof of the converse based on linear programming duality, to the reader.

The obvious cut conditions obtained by specializing 17.10 for 2-partition metrics, provide a system of necessary conditions for the problem to be feasible: If the
multicommodity flows exist, then for every $S \subseteq V$, we must have

$$
\begin{equation*}
\sum_{\mathrm{tl}(e) \in S, \operatorname{hd}(e) \notin S} c_{e} \geq \sum_{i: S \cap\left\{s_{i}, t_{i}\right\}=1} d_{i} . \tag{17.11}
\end{equation*}
$$

In the case of one or two commodities $(k \leq 2)$, these conditions are necessary and sufficient; this is the content of the Max-Flow-Min-Cut Theorem of Ford and Fulkerson $(k=1)$ and the Gomory-Hu Theorem $(k=2)$. However, for $k \geq 3$, the cut conditions are not sufficient any more for the existence of multicommodity flows. The theorem of Leighton and Rao asserts that if the cut-conditions are satisfied, then relaxing the capacities by a factor of $O(\log n)$, the problem becomes feasible. The relaxation factor was improved by Linial, London and Rabinovich to $O(\log k)$; we state the result in this tighter form, but for simplicity of presentation prove the original (weaker) form.

Theorem 17.14. Suppose that for a multicommodity flow problem, the cut conditions 17.11) are satisfied. Then replacing every edge capacity $c_{e}$ by $20 c_{e} \log k$, the problem becomes feasible.

Proof. Using Theorem 17.13 , it suffices to prove that for every semimetric $D$ on $V$,

$$
\begin{equation*}
\sum_{i} d_{i=1}^{k} D\left(s_{i}, t_{i}\right) \leq 20(\log n) \sum_{e \in E} c_{d} D(e) . \tag{17.12}
\end{equation*}
$$

The cut conditions are equivalent to the volume conditions 17.10 for 2 partition distances, which in turn implies their validity for semimetrics that are nonnegative linear combinations of 2-partition distances, which, as we have seen, are exactly the $\ell_{1}$-semimetrics. By Bourgain's Theorem 17.7, there is an $\ell_{1}$-metric $D^{\prime}$ such that

$$
D^{\prime}(u, v) \leq D(u, v) \leq 20(\log n) D^{\prime}(u, v)
$$

We know that $D^{\prime}$ satisfies the semimetric condition (17.10), and hence $D$ satisfies the relaxed semimetric conditions 17.12 .

### 17.3. Respecting the volume

A very interesting extension of the notion of small distortion was formulated in Feige 1998. We want an embedding of a metric space in a Euclidean space such that is contractive, and at the same time volume respecting up to a given size $s$, which means that every set of at most $s$ nodes spans a simplex whose volume is almost as large as possible. Obviously, the last condition above needs an explanation, and for this, we will have to define a certain "volume" of an arbitrary metric space (a fascinating notion in itself). Respecting the volume can also be viewed as a quantitative version of "general position". We describe an algorithmic application of these results to the approximate computation of the bandwidth of a graph.
17.3.1. Dimension reduction for volume. Before defining the volume in general metric spaces, we stay for a while with the traditional notion of volume, and prove a generalization of the Johnson-Lindenstrauss Lemma 17.5 Magen 2007. To simplify notation, for a finite set $S \subseteq \mathbb{R}^{d}$ with $k$ elements, we define $\operatorname{vol}(S)$ as the $(k-1)$-dimensional volume of $\operatorname{conv} \overline{(S)}$. For a vector labeling $\mathbf{x}: S \rightarrow \mathbb{R}^{d}$ of a finite set $S$ with $k$ elements, we denote by $\operatorname{vol}_{\mathbf{x}}(S)$ the $(k-1)$-dimensional volume
of $\operatorname{conv}(\mathbf{x}(S))$. If $\mathbf{x}$ is injective, then this is the same as $\operatorname{vol}(\mathbf{x}(S))$. Note that vol $(S)$ can be zero if $S$ is not affine independent, and similar warning holds for vol $\mathbf{x}_{\mathbf{x}}(S)$.

Lemma 17.15. For every real number $\varepsilon>0$ and integer $k \geq 2$, and for every $n$-point set $V \subset \mathbb{R}^{n}$, there is a linear map $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{d}$ with $d=O\left(\varepsilon^{-2} k \log n\right)$ such that for every $S \subseteq V$ with $|S|=r \leq k$, we have the bounds

$$
(1-\varepsilon)^{r-1} \operatorname{vol}(S) \leq \operatorname{vol}(\phi(S)) \leq \operatorname{vol}(S)
$$

Note that such a mapping is necessarily contractive with respect to the Euclidean distance and bijective on $V$.

Proof. This lemma can be proved extending the proof of Lemma 17.5, but a more elementary proof can be obtained by reducing it to the Johnson-Lindenstrauss Lemma. Recall that this lemma provides a linear map $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{d}$ that is contractive and almost isometric on $V$.

The property that the map is contractive does not imply that (say) areas of triangles are not increased, and the property that distances are not decreased by much does not imply that areas of triangles are not decreased by much. The idea is to embed $V$ into a larger finite set $W$, so that approximately preserving distances between points in $W$ will imply approximate preservation of volumes of $r$-dimensional simplices with vertices in $V$ for all $r \leq k$.

To show how this idea works, let us start with proving the upper bound. For every point $\mathbf{v} \in S$ and every affine space $A \subseteq \mathbb{R}^{n}$, let $\mathbf{v}_{A}$ denote the orthogonal projection of $\mathbf{v}$ onto $A$. Let $U$ be the set of all points $\mathbf{v}_{\text {mf }(X)}$, where $X \subseteq V,|X|<k$. (Note that $V \subseteq U$.) Let $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{d_{1}}$ be a linear map into some dimension $d_{1}$ that is contractive on $U$.

Consider a particular $r$-dimensional simplex $\operatorname{conv}(Y)$, where $r \leq k$ and $Y \in$ $\binom{V}{r+1}$. Choose any $\mathbf{v} \in Y$, and let $X=Y \backslash \mathbf{v}$ and $A=\operatorname{aff}(X)$. We may assume (for notational convenience) that $\mathbf{v}_{A}=0$, then $\phi\left(\mathbf{v}_{A}\right)=0, A$ is a linear subspace, and $\mathbf{v} \perp A$. Let $\mathbf{y}$ denote the orthogonal projection of $\phi(\mathbf{v})$ onto $\phi(A)$ (Figure 17.2), and let $h=|\mathbf{v}|$ and $h^{\prime}=|\phi(\mathbf{v})-\mathbf{y}|$ denote the distance of $\mathbf{v}$ from $A$ and of $\phi(\mathbf{v})$ from $\phi(A)$, respectively.


Figure 17.2. Adding projections to $V$, and the image of a simplex under the Johnson-Lindenstrauss mapping.

By induction on $r$, we may assume that

$$
\begin{equation*}
\operatorname{vol}(\phi(X)) \leq \operatorname{vol}(X) \tag{17.13}
\end{equation*}
$$

Linearity of $\phi$ implies that $\operatorname{lin}(\phi(X))=\phi(A)$, and since $\phi$ is contractive, $h^{\prime}=$ $|\phi(\mathbf{v})-\mathbf{y}| \leq|\phi(\mathbf{v})| \leq|\mathbf{v}|=h$. Using (17.13), we get

$$
\operatorname{vol}(\phi(Y))=\frac{h^{\prime}}{r} \operatorname{vol}(\phi(X)) \leq \frac{h}{r} \operatorname{vol}(X)=\operatorname{vol}(Y)
$$

This proves the upper bound in the lemma.
Unfortunately, this simple way of extending $V$ is not sufficient to guarantee that volumes do not shrink much. We extend $U$ further by considering, for every $\mathbf{u} \in V$ and every affine subspace $A$ spanned by points in $V$ with $\operatorname{dim}(A)=r<k$ and $\mathbf{u} \notin A$, a cubic lattice $L_{\mathbf{u}, A}$ in $A$ of edge-length $\left|\mathbf{u}-\mathbf{u}_{A}\right| / \sqrt{r}$, containing $\mathbf{u}_{A}$, and its finite subset $W_{\mathbf{u}, A}=\left\{\mathbf{z} \in L_{\mathbf{u}, A}:|\mathbf{z}| \leq 3\left|\mathbf{u}-\mathbf{u}_{A}\right|\right\}$. We add to $V$ all of the sets $W_{\mathbf{u}, A}$ to get a set $W$.

We have to construct the contractive map more carefully as above: We apply the Johnson-Lindenstrauss Lemma 17.5 to the set $W$ with error bound $\varepsilon_{1}=\varepsilon / 22$ to get a linear map $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{d_{2}}$ for the appropriate dimension $d_{2}$.

To show that this mapping does not shrink the volumes of simplices of dimension at most $k$ too much, consider $Y, X, A, \mathbf{v}$ and $\mathbf{y}$ as above. The argument for the upper bound in the lemma remains valid, but now we can do a similar computation for the lower bound as well. Induction on $r$ gives

$$
\begin{equation*}
\operatorname{vol}(\phi(X)) \geq(1-\varepsilon)^{r-1} \operatorname{vol}(X) \tag{17.14}
\end{equation*}
$$

Linearity of $\phi$ implies that $\phi\left(L_{\mathbf{v}, A}\right)$ is a lattice in $\phi(A)$; not cubic, but the contractive property of $\phi$ implies that the images of lattice cubes, which are the basic parallelopipeds of $\phi\left(L_{\mathbf{v}, A}\right)$, have diameter at most $h$. Let $C$ be the lattice cube in $L_{\mathbf{v}, A}$ such that $\mathbf{y} \in \phi(C)$ (Figure 17.3).


Figure 17.3. The lattice added to $V$, and its image under the Johnson-Lindenstrauss mapping.

Since $|\mathbf{y}| \leq|\phi(\mathbf{v})| \leq|\mathbf{v}|$, it follows that for every vertex z of $C$, we have $|\phi(\mathbf{z})| \leq|\mathbf{y}|+|\phi(\mathbf{z})-\mathbf{y}| \leq 2 h$. Hence $|\mathbf{z}| \leq 3 h$, and so $\mathbf{z} \in W_{\mathbf{v}, A}$. By the distancerespecting properties of $\phi$,

$$
|\phi(\mathbf{v})-\phi(\mathbf{z})|^{2} \geq\left(1-\varepsilon_{1}\right)^{2}|\mathbf{z}-\mathbf{v}|^{2}=\left(1-\varepsilon_{1}\right)^{2}\left(|\mathbf{z}|^{2}+h^{2}\right),
$$

and (considering the point $-\mathbf{z}$ )

$$
|\phi(\mathbf{v})+\phi(\mathbf{z})|^{2} \leq|\mathbf{v}+\mathbf{z}|^{2}=|\mathbf{z}|^{2}+h^{2} .
$$

Expanding and subtracting, we get

$$
\begin{equation*}
4 \phi(\mathbf{v})^{\top} \phi(\mathbf{z}) \leq\left(2 \varepsilon_{1}-\varepsilon_{1}^{2}\right)\left(|\mathbf{z}|^{2}+h^{2}\right)<2 \varepsilon_{1}\left(|\mathbf{z}|^{2}+h^{2}\right) \leq 20 \varepsilon_{1} h^{2} \tag{17.15}
\end{equation*}
$$

This linear inequality holds for every vertex $\phi(\mathbf{z})$ of the parallelotope $\phi(C)$, so it must hold for $\mathbf{y} \in \phi(C)$ as well. Hence

$$
|\mathbf{y}|^{2}=\phi(\mathbf{v})^{\top} \mathbf{y}<20 \varepsilon_{1} h^{2}
$$

Thus

$$
|\phi(\mathbf{v})-\mathbf{y}|^{2}=|\phi(\mathbf{v})|^{2}-|\mathbf{y}|^{2} \geq\left(1-\varepsilon_{1}\right)^{2} h^{2}-20 \varepsilon_{1} h^{2} \geq\left(1-22 \varepsilon_{1}\right)^{2} h^{2}=(1-\varepsilon)^{2} h^{2}
$$

and

$$
\operatorname{vol}(\phi(Y))=\frac{h^{\prime}}{r} \operatorname{vol}(\phi(X)) \geq(1-\varepsilon) \frac{h}{r}(1-\varepsilon)^{r-1} \operatorname{vol}(X)=(1-\varepsilon)^{r} \operatorname{vol}(Y)
$$

To bound the dimension in the application of Lemma 17.5, we have to estimate the size of $W$. Quite elementary computations yield that $|W|<(20 n)^{k}$. Thus

$$
d_{2} \leq 80 \frac{1}{\varepsilon_{1}^{2}} \ln |W|<10^{5} \frac{k}{\varepsilon^{2}} \ln n
$$

17.3.2. Volume in metric spaces. Let $(V, \mathrm{~d})$ be a finite metric space with $|V|=n$. For a tree $T$ on $V(T)=V$, we define $\Pi_{T}=\prod_{u v \in E(T)} d(u, v)$, and we define the tree-volume of $(V, \mathrm{~d})$ by

$$
\operatorname{vol}_{\mathrm{tr}}(V, \mathrm{~d})=\frac{1}{(n-1)!} \min _{T} \Pi_{T}
$$

Note that the tree $T$ that gives here the minimum is also minimizing the total length of edges (this follows from the fact that it can be found by the Greedy Algorithm).

Since we only consider one metric, denoted by $d$, in this section, we will not indicate it in $\mathrm{vol}_{\mathrm{tr}}(V, \mathrm{~d})$ and similar quantities to be defined below. We will, however, change the underlying set, so we keep $V$ in the notation. The following lemma relates the volume of a simplex in an embedding with the tree-volume.

Lemma 17.16. For every contractive map $\mathbf{x}: V \rightarrow \mathbb{R}^{N}$ of a metric space $(V, d)$, $\operatorname{vol}_{\mathbf{x}}(V) \leq \operatorname{vol}_{\mathrm{tr}}(V)$.

Proof. We prove by induction on $n$ that for any tree $T$ on $V$,

$$
\operatorname{vol}_{\mathbf{x}}(V) \leq \frac{1}{(n-1)!} \Pi_{T}
$$

For $n=2$ this is obvious. Let $n>2$, and let $i \in V$ be a node of degree 1 in $T$, let $j$ be the neighbor of $i$ in $T$, and let $h$ be the distance of $i$ from the affine hull of $\mathbf{x}(V \backslash i)$. Then by induction,

$$
\begin{aligned}
\operatorname{vol}_{\mathbf{x}}(V) & =\frac{h}{n-1} \operatorname{vol}_{\mathbf{x}}(V \backslash i) \leq \frac{d(i, j)}{n-1} \operatorname{vol}_{\mathbf{x}}(V \backslash i) \\
& \leq \frac{d(i, j)}{n-1} \frac{1}{(n-2)!} \Pi_{T-i}=\frac{1}{(n-1)!} \Pi_{T}
\end{aligned}
$$

The main result about tree-volume is that the upper bound given in Lemma 17.16 can be attained, up to a polylogarithmic factor, for all small subsets simultaneously.

Theorem 17.17. Every finite metric space ( $V, \mathrm{~d}$ ) with $n$ points has a contractive map $\mathbf{x}: V \rightarrow \mathbb{R}^{d}$ (with respect to the Euclidean metric) with $d=$ $O\left((\log n)^{4} \log \log n\right)$, such that for every $2 \leq k \leq \log n$ and every $S \in\binom{V}{k}$,

$$
\operatorname{vol}_{\mathbf{x}}(S)^{\frac{1}{k-1}} \geq \frac{1}{O(\log n \sqrt{\log k})} \operatorname{vol}_{\mathrm{tr}}(S)^{\frac{1}{k-1}}
$$

Proof. The proof of this theorem is built on the proof of Bourgain's Theorem 17.7, but it is of course more involved. It will be convenient to assume that all distances in ( $V, \mathrm{~d}$ ) are distinct; this can be achieved by an arbitrarily small perturbation.

Instead of powers of $1 / 2$, we define a finer sequence of probabilities for the densities of the random sets. We use the following parameters:

$$
\begin{equation*}
s=1+\frac{1}{\log \log n}, \quad m=\lceil(\log \log n) \log n\rceil, \quad p_{r}=1-\frac{1}{(2 m)^{s^{-r}}} \tag{17.16}
\end{equation*}
$$

It is clear that $0<p_{r}<1$, and so we can construct a random subset $A_{r} \subseteq V$, where every element $v \in V$ is put into $A_{r}$ with probability $p_{r}$, independently of each other $(1 \leq r \leq m)$. For notational convenience, we assume that $V=[n]$. For a while, we focus on a single set $S$, say $S=[k]$.

Consider the balls $B_{j}=B\left(j, \frac{1}{2} d(j, S \backslash j)\right)$ for $j \in S$. It is easy to see that these sets are disjoint. We may assume that $\left|B_{k}\right|=\min _{j \in S}\left|B_{j}\right|$.

Just as in the proof of Theorem 17.7. we need to show that for an appropriate $r$, the distance $d\left(k, A_{r}\right)$ is not too concentrated as a random variable; we need, however, a more complicated formulation of this fact than before. We let $\delta=$ $d(k, S \backslash k) / 2$.
Claim 1. There are real numbers $x_{1}, x_{2} \in[0, \delta]$ with $x_{2} \geq x_{1}+\frac{\delta}{2 m}$, and an integer $r \in[m]$ such that the following inequalities hold:

$$
\mathrm{P}\left(d\left(k, A_{r}\right) \leq x_{1}\right) \geq \frac{1}{2}, \quad \mathrm{P}\left(d\left(k, A_{r}\right) \geq x_{2}\right) \geq \frac{1}{4 m}, \quad \mathrm{P}\left(d\left(k, A_{r}\right) \geq \delta\right)<\frac{1}{2 m}
$$

For any integer $r \in[m]$ and real number $0 \leq x \leq \delta$, the inequality $d\left(k, A_{r}\right)>x$ is equivalent to $A_{r} \cap B(k, x)=\emptyset$. Hence

$$
\begin{equation*}
\mathrm{P}\left(d\left(k, A_{r}\right)>x\right)=\left(1-p_{r}\right)^{|B(k, x)|}=\frac{1}{(2 m)^{|B(k, x)| / s^{r}}} \tag{17.17}
\end{equation*}
$$

Define $r(x)=\lfloor(\log \log n) \log |B(k, x)|\rfloor$, then clearly $1 \leq r(x) \leq m$. Formula 17.17) implies that

$$
\begin{equation*}
\frac{1}{4 m}<\mathrm{P}\left(d\left(k, A_{r(x)}\right)>x\right) \leq \frac{1}{2 m} \tag{17.18}
\end{equation*}
$$

There is a specific value of $r$ that belongs to at least a $1 / m$ fraction of all $x$ values, and so there are two values $0 \leq x_{1}<x_{2} \leq \delta$ with $r\left(x_{1}\right)=r\left(x_{2}\right)=r$ and $x_{2} \geq$ $x_{1}+\delta / m$. By 17.18), we have

$$
\mathrm{P}\left(d\left(k, A_{r}\right) \geq x_{2}\right) \geq \frac{1}{4 m}
$$

and

$$
\mathrm{P}\left(d\left(k, A_{r}\right) \geq \delta\right) \leq \mathrm{P}\left(d\left(k, A_{r}\right) \geq x_{2}\right) \leq \frac{1}{2 m}
$$

The following claim is the main step in the proof.

Claim 2. There are integers $r_{1}, \ldots, r_{k-1} \in[m]$ such that the matrix

$$
M=\left(\begin{array}{cccc}
1 & d\left(1, A_{r_{1}}\right) & \ldots & d\left(1, A_{r_{k-1}}\right)  \tag{17.19}\\
1 & d\left(2, A_{r_{1}}\right) & \ldots & d\left(2, A_{r_{k-1}}\right) \\
\vdots & & & \vdots \\
1 & d\left(k, A_{r_{1}}\right) & \ldots & d\left(k, A_{r_{k-1}}\right)
\end{array}\right)
$$

satisfies

$$
\mathrm{E}(|\operatorname{det}(M)|) \geq \frac{\operatorname{vol}_{\mathrm{tr}}(S)}{(16 m)^{k}}
$$

To prove this claim, we use induction on $k$. For $k=1$ the assertion is trivial. Let $k>1$ and $S^{\prime}=S \backslash k$. By induction, we have a choice of $r_{1}, \ldots, r_{k-2} \in[m]$ so that

$$
\begin{equation*}
\mathrm{E}\left(\left|\operatorname{det}\left(M^{\prime}\right)\right|\right) \geq \frac{\operatorname{vol}_{\mathrm{tr}}\left(S^{\prime}\right)}{(16 m)^{k-1}} \tag{17.20}
\end{equation*}
$$

where $M^{\prime}$ is the matrix constructed by 17.19 for $S^{\prime}$. We may assume (rearranging the rows if necessary) that $\operatorname{det}\left(M^{\prime}\right)>0$.

Consider the numbers $x_{1}, x_{2}$ and $r$ from Claim 1, and define $r_{k-1}=r$. Expanding $\operatorname{det}(M)$ by its last column, we get

$$
\operatorname{det}(M)=\sum_{j=1}^{k}(-1)^{k-j} d\left(u_{j}, A_{r}\right) \operatorname{det}\left(M^{j k}\right)
$$

where $M^{j k}$ is the submatrix of $M$ obtained by deleting row $j$ and the last column $k$. We can write this as

$$
\operatorname{det}(M)=d\left(k, A_{r}\right) \operatorname{det}\left(M^{\prime}\right)+Y
$$

where $Y$ is the sum of the first $k-1$ terms above. Here $\operatorname{det}\left(M^{\prime}\right)$ and $d\left(k, A_{r}\right)$ are independent random variables, but $Y$ is not independent of either one of them.

Recall the proof of Theorem 17.7 there we forced independence by cutting off the outliers: we replaced the numbers $d\left(j, A_{r}\right)$ by $\min \left\{\delta, d\left(j, A_{r}\right)\right\}$. Here we want to do something similar, but just cutting off the tail would not work: while this did not increase the distances in the case $k=2$, the volumes (determinants) could increase or decrease for $k \geq 3$. So we have to use a more tricky way to force some degree of independence of the distances from various given points.

Let $X=\min \left\{\delta, d\left(k, A_{r}\right)\right\}$, and let $W$ be the event that $B_{j} \cap A_{r} \neq \emptyset$ for all $j \leq k-1$. This event is independent of $X$, since $X$ depends only on the choice of $A_{r}$ inside $B_{k}$, but the event $W$ depends only on how $A_{r}$ is chosen outside $B_{k}$, since $B_{j} \cap B_{k}=\emptyset$. Furthermore, if we condition on $W$, then $Y$ will be independent of $X$, because under this condition $d\left(j, A_{r}\right)$ depends only on the choice of $A_{r}$ outside $B_{k}$ for $j<k$, and the random variable $\operatorname{det}\left(M^{j k}\right)$ is independent of the choice of $A_{r}$.

Next we show that, conditioning on $W$, with probability at least $1 /(4 m)$, we have

$$
\begin{equation*}
|\operatorname{det}(M)| \geq \frac{\delta}{2 m} \operatorname{det}\left(M^{\prime}\right) \tag{17.21}
\end{equation*}
$$

First, let us condition on $W$ and also on the event $Z=\left(Y \geq \operatorname{det}\left(M^{\prime}\right)\left(x_{1}+x_{2}\right) / 2\right)$. We know by Claim 1 that $d\left(k, A_{r}\right) \geq x_{2}$ with probability at least $1 /(4 m)$; in this
case, $X \geq x_{2}$ also holds. The random variable $X$ is independent of events $W$ and $Z$, so even under these conditions, we have

$$
d\left(k, A_{r}\right) \geq X \geq x_{2} \geq \frac{x_{1}+x_{2}}{2}+\frac{\delta}{2 m}
$$

with probability at least $1 /(4 m)$. If this occurs, then

$$
\begin{aligned}
\operatorname{det}(M) & =d\left(k, A_{r}\right) \operatorname{det}\left(M^{\prime}\right)+Y \geq d\left(k, A_{r}\right) \operatorname{det}\left(M^{\prime}\right)-\frac{x_{1}+x_{2}}{2} \operatorname{det}\left(M^{\prime}\right) \\
& \geq\left(x_{2}-\frac{x_{1}+x_{2}}{2}\right) \operatorname{det}\left(M^{\prime}\right) \geq \frac{\delta}{2 m}\left|\operatorname{det}\left(M^{\prime}\right)\right|
\end{aligned}
$$

Conditioning on $W$ and on $\neg Z=\left(Y<\operatorname{det}\left(M^{\prime}\right)\left(x_{1}+x_{2}\right) / 2\right)$, we conclude similarly: with probability at least $1 /(4 m)$,

$$
\begin{aligned}
\operatorname{det}(M) & =d\left(k, A_{r}\right) \operatorname{det}\left(M^{\prime}\right)+Y \leq d\left(k, A_{r}\right) \operatorname{det}\left(M^{\prime}\right)-\frac{x_{1}+x_{2}}{2} \operatorname{det}\left(M^{\prime}\right) \\
& \leq\left(x_{1}-\frac{x_{1}+x_{2}}{2}\right) \operatorname{det}\left(M^{\prime}\right) \leq-\frac{\delta}{2 m}\left|\operatorname{det}\left(M^{\prime}\right)\right|
\end{aligned}
$$

This proves (17.21). Hence

$$
\begin{aligned}
\mathrm{E}(|\operatorname{det}(M)| \mid W) & \geq \frac{1}{4 m} \frac{\delta}{2 m}\left|\operatorname{det}\left(M^{\prime}\right)\right|=\frac{d\left(k, S^{\prime}\right)}{8 m^{2}} \frac{\mathrm{vol}_{\mathrm{tr}}\left(S^{\prime}\right)}{\left(16 m^{2}\right)^{k-1}} \\
& \geq 2 \frac{\mathrm{vol}_{\mathrm{tr}}(S)}{\left(16 m^{2}\right)^{k}}
\end{aligned}
$$

To conclude, we use that

$$
\begin{aligned}
\mathrm{E}(|\operatorname{det}(M)|) & =\mathrm{E}(|\operatorname{det}(M)| \mid W) P(W)+\mathrm{E}(|\operatorname{det}(M)| \mid \neg W)(1-P(W)) \\
& \geq \mathrm{E}(|\operatorname{det}(M)| \mid W) P(W) \geq 2 \frac{\operatorname{vol}_{\mathrm{tr}}(S)}{(16 m)^{k}} P(W) .
\end{aligned}
$$

To estimate the probability of $W$, we use that $\left|B_{j}\right| \geq\left|B_{k}\right|$, and so

$$
\mathrm{P}\left(d\left(j, A_{r}\right)>\delta\right)=\mathrm{P}\left(B_{j} \cap A_{r}=\emptyset\right) \leq \mathrm{P}\left(B_{k} \cap A_{r}=\emptyset\right)=\mathrm{P}\left(d\left(k, A_{r}\right)>\delta\right)<\frac{1}{2 m}
$$

Thus

$$
\mathrm{P}(W) \geq 1-\sum_{j=1}^{k} \mathrm{P}\left(d\left(j, A_{r}\right)>\delta\right) \geq \frac{1}{2}
$$

This completes the proof of Claim 2.
Now we are ready to complete the proof. Let $A_{r}^{1}, \ldots, A_{r}^{N}$ be random subsets with density $p_{r}$. We assume that the sets $A_{r}^{j}$ are independently generated for $j=1, \ldots, N, r=1, \ldots, m$. To each point $u \in V$, we associate the row vector

$$
\mathbf{y}_{u}=\frac{1}{\sqrt{m N}}\left(1, d\left(u, A_{r}^{j}\right): j=1, \ldots, N, r=1, \ldots, m\right)
$$

Let $S \subseteq V,|S|=k$, and assume again that $S=[k]$. Consider the $k \times(m+1)$ matrix $Y$ with rows $\mathbf{y}_{1}, \ldots, \mathbf{y}_{k}$. Let $\mathcal{A}$ be the family of $k \times k$ submatrices of $Y$ containing the first column. By the Binet-Cauchy Formula A.6 and elementary determinant transformations, we get

$$
\begin{equation*}
\operatorname{vol}_{\mathbf{y}}(S)^{2}=\frac{1}{(k-1)!} \sum_{U \in \mathcal{A}} \operatorname{det}(U)^{2} \tag{17.22}
\end{equation*}
$$

By Claim 2, there is a subset $U$ such that

$$
\mathrm{E}(|\operatorname{det}(U)|) \geq \frac{1}{(m N)^{k / 2}} \frac{\operatorname{vol}_{\mathrm{tr}}(S)}{(16 m)^{k}}
$$

There are, in fact, not only one, but at least $N(N-1) \cdots(N-k+1)$ such sets. (The reason why not quite $N^{k}$ is because the integers $r_{1}, \ldots, r_{k}$ in Claim 2 may not be different, but we need to pick different columns to insure probabilistic independence.) Hence

$$
\begin{equation*}
\mathrm{E}\left(\operatorname{vol}_{\mathbf{y}}(S)^{2}\right) \geq \frac{N(N-1) \cdots(N-k+1)}{N^{k}} \frac{\operatorname{vol}_{\mathrm{tr}}(S)^{2}}{256 m^{6 k}} . \tag{17.23}
\end{equation*}
$$

As $N \rightarrow \infty$, the random variable $\operatorname{vol}_{\mathbf{y}}(S)^{2}$ will get more and more concentrated around its expectation, by 17.22 and the Law of Large Numbers. (The terms in 17.22 are not all independent, but can be partitioned into substantially large independent subfamilies; we leave verification of the details to the reader). The first factor in 17.23 tends to 1 . So if $N$ is large enough, then

$$
\left|\operatorname{vol}_{\mathbf{y}}(S)\right| \geq \frac{\operatorname{vol}_{\mathrm{tr}}(S)}{20 m^{3 k}}
$$

with probability arbitrarily close to 1 . It follows that this inequality holds for all sets $S \in\binom{V}{k}$ with high probability.

The last step needed is to reduce the dimension, using Lemma 17.15

### 17.4. Bandwidth

The theory of volume-respecting representations described above was developed in Feige 1998 in order to design an efficient approximation algorithm for the bandwidth of a graph. This application is described in this section. I believe that this deep theory will have further important applications.
17.4.1. Bandwidth and density. Let $G$ be a simple graph, and let denote the graph-distance in $G$. The bandwidth $\mathrm{w}_{\mathrm{bd}}(G)$ of a graph $G$ is defined as the smallest integer $b$ such that the nodes of $G$ can be labeled by $1, \ldots, n$ so that $|i-j| \leq b$ for every edge $i j$. The name refers to the fact that for this labeling of the nodes, all 1's in the adjacency matrix will be contained in a band of width $2 b+1$ around the main diagonal.

The bandwidth of a graph is NP-hard to compute, or even to approximate within a constant factor Dubey-Feige-Unger 2010. As an application of volumerespecting embeddings, we describe an algorithm that finds a polylogarithmic approximation of the bandwidth in polynomial time Feige 1998. The ordering of the nodes which approximates the bandwidth will be obtained by projecting the representation onto a random line, in a way reminiscent of the Goemans-Williamson algorithm in Section 13.3

We need some preliminary observations about the bandwidth. It is clear that if there is a node of degree $D$, then $\mathrm{w}_{\mathrm{bd}}(G) \geq D / 2$. More generally, if there are $k$ nodes of the graph at graph-distance at most $t$ from a node $v$ (not counting $v$ ), then $\mathrm{w}_{\mathrm{bd}}(G) \geq k /(2 t)$. Let $B(v, t)$ denote the set of elements at distance at most $t$ from $v$, and define the local density of the graph $G$ by

$$
\mathrm{d}_{\mathrm{loc}}=\mathrm{d}_{\mathrm{loc}}(G)=\max _{v, t} \frac{|B(v, t)|-1}{t}
$$

Then

$$
\begin{equation*}
\mathrm{w}_{\mathrm{bd}} \geq \frac{1}{2} \mathrm{~d}_{\mathrm{loc}} \tag{17.24}
\end{equation*}
$$

It is not hard to see that equality does not hold here, and the ratio $\mathrm{w}_{\mathrm{bd}} / \mathrm{d}_{\mathrm{loc}}$ can be as large as $\log n$ (see Example 17.18 below).

We need the following related quantity, which we call the harmonic density:

$$
\begin{equation*}
\mathrm{d}_{\text {har }}=\mathrm{d}_{\text {har }}(G)=\max _{v \in V} \sum_{u \in V \backslash v} \frac{1}{d(u, v)} \tag{17.25}
\end{equation*}
$$

The following inequality establishes a relationship between these two density notions.

$$
\begin{equation*}
\mathrm{d}_{\mathrm{loc}} \leq \mathrm{d}_{\mathrm{har}} \leq(1+\ln n) \mathrm{d}_{\mathrm{loc}} \tag{17.26}
\end{equation*}
$$

Indeed, for an appropriate $t>0$ and $v \in V$,

$$
\mathrm{d}_{\mathrm{loc}}=\frac{|B(v, t)|-1}{t} \leq \sum_{u \in B(v, t) \backslash v} \frac{1}{d(u, v)} \leq \sum_{u \in V \backslash v} \frac{1}{d(u, v)} \leq \mathrm{d}_{\mathrm{har}} .
$$

On the other hand, $d_{\text {har }}$ is the sum of $n-1$ positive numbers, among which the $k$-th largest is at most $\mathrm{d}_{\mathrm{loc}} / k$ by the definition of the local density. Hence

$$
\mathrm{d}_{\mathrm{har}} \leq \sum_{k=1}^{n-1} \frac{\mathrm{~d}_{\mathrm{loc}}}{k} \leq\left(\sum_{k=1}^{n-1} \frac{1}{k}\right) \mathrm{d}_{\mathrm{loc}}
$$

which proves the second inequality in 17.26 .
The following examples show that the above bounds cannot be improved (except for the constants), but also that the bandwidth can be a quite tricky quantity.

Example 17.18. Consider the path $P_{n}$ on $n$ nodes. Clearly $\mathrm{w}_{\mathrm{bd}}\left(P_{n}\right)=1$. Since $|B(v, t)| \leq 2 t+1$, and equality holds for $t<n / 2$, we have $\mathrm{d}_{\mathrm{loc}}\left(P_{n}\right)=2$. Thus inequality 17.24 is sharp for paths. Furthermore, for odd $n$ and the midpoint $v$ of the path, we have

$$
\mathrm{d}_{\mathrm{har}}=\sum_{u \in V \backslash v} \frac{1}{d(u, v)}=2 \sum_{k=1}^{(n-1) / 2} \frac{1}{k} \sim 2 \ln n
$$

showing that the upper bound in 17.26 is sharp up to a constant factor.


Figure 17.4. Optimal labeling of a binary tree for bandwidth, specified as a labeling and as a matrix.

Example 17.19. Let $T_{r}$ denote the full binary tree of depth $r$. This tree has $n=2^{r+1}-1$ nodes, and if $v$ denotes the root, then $|B(v, r)|=n$; it is easy to see that this is the choice of $v$ and $r$ defining the local density, so

$$
\mathrm{d}_{\mathrm{loc}}=\frac{n-1}{r}=\frac{2^{r+1}-2}{r} \quad \text { and } \quad \mathrm{w}_{\mathrm{bd}} \geq \frac{\mathrm{d}_{\mathrm{loc}}}{2}=\frac{n-1}{2 r}=\frac{2^{r}-1}{r}
$$

The bandwidth of $\lceil(n-1)(2 r)\rceil$ can indeed be realized Chung 1997 (see Figure 17.4 and also Exercise 17.8 ). The harmonic density is given by

$$
\mathrm{d}_{\mathrm{har}}=\sum_{j=1}^{r} 2^{j} \frac{1}{j} \sim \frac{2^{r+1}}{r} .
$$

This shows that the lower bound in 17.26 is asymptotically sharp.
We conclude this preparation for the main result with a couple of inequalities relating the harmonic density to the tree-volume. Specializing from the previous section, we recall the notation $\Pi_{T}=\prod_{u v \in E(T)} d(u, v)$ for a tree $T$ on some nodes of the graph $G$ (not necessarily a subgraph of $G$ ).

Lemma 17.20. Let $G$ be a graph on $n$ nodes and $T$, a tree on $k$ nodes. Then

$$
\sum_{\phi: V(T) \hookrightarrow V} \frac{1}{\Pi_{\phi(T)}} \leq n \mathrm{~d}_{\mathrm{har}}(G)^{k-1}
$$

Proof. This is clear for $k=1$. Let $k>1$. Select any leaf $v$ of $T$, denote its neighbor by $u$, and set $T^{\prime}=T \backslash v$ and $\phi^{\prime}=\left.\phi\right|_{V\left(T^{\prime}\right)}$. Then

$$
\sum_{\phi} \frac{1}{\Pi_{\phi(T)}}=\sum_{\phi^{\prime}} \sum_{x \in V \backslash \phi\left(T^{\prime}\right)} \frac{1}{\Pi_{\phi\left(T^{\prime}\right)} d\left(x, \phi^{\prime}(u)\right)} \leq \sum_{\phi^{\prime}} \frac{1}{\Pi_{\phi\left(T^{\prime}\right)}} \mathrm{d}_{\mathrm{har}}
$$

From this the lemma follows by induction.
As an application of this bound, we prove:
Lemma 17.21. For every graph $G$ on $n$ points,

$$
\sum_{S \in\binom{V}{k}} \frac{1}{\operatorname{vol}_{\mathrm{tr}}(S)} \leq(k-1)!n\left(4 \mathrm{~d}_{\mathrm{har}}\right)^{k-1}
$$

Proof. We use the elementary fact that the number of isomorphism types of trees on $k$ nodes is bounded by $4^{k-1}$ (see e.g. Lovász 1991, Problem 4.18). So summing the bound in Lemma 17.20 over all isomorphism types of trees, we get

$$
\sum_{T} \sum_{\phi: V(T) \hookrightarrow V} \frac{1}{\Pi_{\phi(T)}} \leq n\left(4 \mathrm{~d}_{\mathrm{har}}\right)^{k-1}
$$

and hence

$$
\begin{aligned}
\sum_{S \in\binom{V}{k}} \frac{1}{\operatorname{vol}_{\operatorname{tr}}(S)} & \leq \sum_{\substack{S \in\left(\begin{array}{l}
V \\
k
\end{array}\right)}} \sum_{\substack{T(\text { tree } \\
V(T)=S}} \frac{(k-1)!}{\Pi_{T}}=(k-1)!\sum_{T} \sum_{\phi: V(T) \hookrightarrow V} \frac{1}{\Pi_{\phi(T)}} \\
& \leq(k-1)!n\left(4 \mathrm{~d}_{\mathrm{har}}\right)^{k-1} .
\end{aligned}
$$

17.4.2. Approximating the bandwidth. Now we come to the main theorem describing the algorithm to get an approximation of the bandwidth of a graph.

Theorem 17.22. Let $G$ be a graph on $n$ nodes, let $\eta \geq 1$, let $k=\lceil\ln n\rceil$, and let $\mathbf{x}: V \rightarrow \mathbb{R}^{m}$ be a contractive vector labeling such that $\operatorname{vol}_{\mathbf{x}}(S) \geq \eta^{1-k} \operatorname{vol}_{\mathrm{tr}}(S)$ for every $k$-set $S \subseteq V$. Project the representing points onto a random line $L$ through the origin, and label the nodes by $1, \ldots, n$ according to the order of their projections on the line. Then with high probability, $|i-j| \leq 480 \eta \mathrm{~d}_{\mathrm{har}} \log n$ for every edge $i j$.

Proof. Let $\mathbf{y}_{i}$ be the projection of $\mathbf{x}_{i}$ on $L$. Let $i j$ be an edge; since $\mathbf{x}$ is contractive we have $\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right| \leq 1$, and hence by C.17) it follows that with high probability, $\left|\mathbf{y}_{i}-\mathbf{y}_{j}\right| \leq 2\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right| / \sqrt{m} \leq 2 / \sqrt{m}$ for all edges $i j$. We will assume below that this is indeed the case.

We call a set $S \subseteq V$ squeezed, if $\operatorname{diam}(\mathbf{y}(S)) \leq 2 / \sqrt{m}$. So every edge is squeezed; but we are interested in squeezed $k$-sets, which we count in two different ways. Let $X$ be the number of squeezed $k$-sets.

By C.22 (with $m$ in place of $n, k-1$ in place of $d$, and $2 / \sqrt{m}$ in place of $S$ ), we have for every $k$-set $S$,

$$
\begin{equation*}
\mathrm{P}(S \text { is squeezed }) \leq \frac{(m-k+1) \pi_{k-1}^{2} \pi_{m-k+1}}{m^{(k+1) / 2} \pi_{m} 2^{k-1} \operatorname{vol}_{\mathbf{x}}(S)} \leq * * * \tag{17.27}
\end{equation*}
$$

Using Lemma 17.21 we can bound the expected number of squeezed $k$-sets. Since $n \leq 3^{k}$ by the choice of $k$, we get

$$
\begin{aligned}
\mathrm{E}(X) & \leq\left(\frac{40 \eta}{k-1}\right)^{k-1} k \sum_{S \in\binom{v}{k}} \frac{1}{\operatorname{vol}_{\mathrm{tr}}(S)} \\
& \leq\left(\frac{40 \eta}{k-1}\right)^{k-1}(k-1)!n\left(4 \mathrm{~d}_{\mathrm{har}}\right)^{k-1} \leq\left(240 \eta \mathrm{~d}_{\mathrm{har}}\right)^{k-1}
\end{aligned}
$$

On the other hand, let $i j \in E(i<j)$. Every $k$-subset of $\{i, i+1, \ldots, j\}$ is squeezed, and so

$$
X \geq\binom{ j-i+1}{k}>\left(\frac{j-i}{k}\right)^{k-1}
$$

(the last step is valid for $j-i \geq k-1$, which we may assume), and comparing with the upper bound, we get

$$
\mathrm{E}\left(\left(\frac{j-i}{k}\right)^{k-1}\right) \leq\left(240 \eta \mathrm{~d}_{\mathrm{har}}\right)^{k-1}
$$

Using Markov's Inequality and taking $(k-1)$-st roots, we get with high probability that

$$
j-i \leq 480 \eta \mathrm{~d}_{\mathrm{har}} k
$$

As a consequence, we get that $d_{\text {loc }}$ approximates $w_{b d}$ up to a polylogarithmic factor:

Corollary 17.23. For every graph with $n$ points, its bandwidth and local density satisfy

$$
\mathrm{d}_{\mathrm{loc}} \leq \mathrm{w}_{\mathrm{bd}} \leq O\left((\log n)^{3} \sqrt{\log \log n}\right) \mathrm{d}_{\mathrm{loc}}
$$

Remark 17.24. We can generalize the notion of bandwidth to any finite metric space $(V, \mathrm{~d})$ : the parameter $\mathrm{w}_{\mathrm{bd}}=\mathrm{w}_{\mathrm{bd}}(V, \mathrm{~d})$ is the smallest real number $a$ such that there is a bijection $f: V \rightarrow[n]$ such that $|f(i)-f(j)| \leq a d(i, j)$ for all $i, j \in V$.

It takes a minute to realize that this notion does generalize graph bandwidth: the definition of bandwidth requires this condition only for the case when $i j$ is an edge, but this already implies that it holds for every pair of nodes due to the definition of graph distance. (We do loose the motivation for the word "bandwidth".)

Most of what we proved in this section extends to the more general setting of finite metric spaces; see Exercises 17.1117 .13 .

Exercise 17.1. Let ( $V, \mathrm{~d}$ ) be a metric space. Prove that $(V, \sqrt{d})$ is a metric space.
Exercise 17.2. The graph metric $C_{4}$ is $\ell_{1}$-embeddable, but not $\ell_{2}$-embeddable.
Exercise 17.3. The graph $K_{2,3}$ is not $\ell_{1}$-embeddable.
Exercise 17.4. A tree-metric is a graph metric defined by an edge-weighted tree. Prove that every tree-metric is $\ell_{1}$-embeddable.
Exercise 17.5. A metric space ( $V, \mathrm{~d}$ ) is called hypermetric, if for every $k \geq 1$, every $2 k+1$ points $p_{1}, \ldots, p_{k+1}, q_{1}, \ldots, q_{k} \in V$ satisfy

$$
\sum_{1 \leq i<j \leq k+1} d\left(p_{i}, p_{j}\right)+\sum_{1 \leq i<j \leq k} d\left(q_{i}, q_{j}\right) \leq \sum_{\substack{1 \leq i \leq k+1 \\ 1 \leq j \leq k}} d\left(p_{i}, q_{j}\right) .
$$

Prove that every $\ell_{1}$-embeddable metric is a hypermetric.
Exercise 17.6. Prove that every finite metric space ( $V, \mathrm{~d}$ ) with $n$ points has a contractive vector-labeling $\mathbf{x}$ such that $\mathrm{vol}_{\mathbf{x}}(V) \geq 2^{1-n / 2} \mathrm{vol}_{\mathrm{tr}}(V)$.
Exercise 17.7. Let ( $V, \mathrm{~d}$ ) be a finite metric space and $v \in V$. Prove that ( $V, \mathrm{~d}$ ) is isometrically embeddable in a Euclidean space if and only if the $(V \backslash v) \times(V \backslash v)$ matrix $A$ defined by $A_{i j}=d(v, i)^{2}+d(v, j)^{2}-d(i, j)^{2}$ is positive semidefinite.
Exercise 17.8. Prove that the bandwidth of the complete $k$-ary tree of depth $r$ is $\left\lceil\left(k^{r+1}-k\right) /(2 r(k-1))\right\rceil$.
Exercise 17.9. Let $T$ be a spanning tree on a matrix space $(V, d)$, and let $i, j \in V$, and let $T_{1}, \ldots, T_{k}$ be the spanning trees that can be obtained from $T$ by adding the edge $i j$ and deleting one of the other edges of the arising cycle. Prove that

$$
\frac{1}{\Pi(T)} \leq \frac{1}{\pi\left(T_{1}\right)}+\cdots+\frac{1}{\pi\left(T_{k}\right)}
$$

Exercise 17.10. For every spanning tree $T$ on a matrix space $(V, d)$, we have

$$
\frac{1}{\Pi(T)} \leq \sum_{P} \frac{1}{\Pi(P)}
$$

where $P$ ranges over all spanning paths on $V$.
Exercise 17.11. Show how to construct for every finite metric space $(V, d)$ another finite metric space $\left(V, d^{\prime}\right)$ such that $1 \leq d^{\prime}(i, j) \leq n$ and $\mathrm{w}_{\mathrm{bd}}(V, d)=$ $\mathrm{w}_{\mathrm{bd}}\left(V, d^{\prime}\right)$.
Exercise 17.12. Define the notions of local and harmonic densities for every finite metric space, and prove that inequalities 17.24 and 17.26 , and Lemmas 17.20 and 17.21 remain valid.

Exercise 17.13. Generalize Theorem 17.22 to finite metric spaces.

## CHAPTER 18

## Matching and Covering in Frameworks

In this chapter we study vector labelings from their purely linear algebraic perspective - where only linear dependence and independence of the underlying vectors play a role. Replacing "cardinality" by "rank" in an appropriate way, we get generalizations of ordinary graph-theoretic parameters and properties that are often quite meaningful and relevant. Furthermore, these results about frameworks can be applied to purely graph-theoretic problems, where the vector-labeling is used to encode information about other parts, or additional structure, of the graph.

We restrict our attention to the study of two basic notions in graph theory: matchings (sets of pairwise disjoint edges) and node-covers (sets of nodes that meet all edges). For a graph $G$, we denote by $\nu(G)$ its matching number, the maximum cardinality of a matching, and by $\tau(G)$ the node-cover number, the minimum cardinality of a node-cover. It is clear that to cover the edges of a matching we need to use different nodes, and hence

$$
\begin{equation*}
\nu(G) \leq \tau(G) \tag{18.1}
\end{equation*}
$$

While these problems are in a sense dual to each other, their complexity is quite different even for ordinary graphs: the matching problem is polynomially solvable, while the node-cover problem is NP-hard.

The situation is similar for frameworks $(G, \mathbf{v})$ where $\mathbf{v}: V \rightarrow \mathbb{R}^{d}$. To avoid some trivial complications, let us assume that the graph has no isolated nodes and the node positions (vector labels) generate the whole space $\mathbb{R}^{d}$. For $S \subseteq V$, we define $\mathbf{v}(S)=\left\{\mathbf{v}_{i}: i \in S\right\}$ and (whenever there is only one vector labeling around) $\operatorname{rk}(S)=\operatorname{rk}(\mathbf{v}(S))$. The node-cover number $\tau(G, \mathbf{v})$ of a framework is the minimum rank of a node-cover. A matching in $(G, \mathbf{v})$ is a set of node-disjoint edges such that all their endnodes are labeled by linearly independent vectors, i.e., $\operatorname{rk}(V(M))=2|M|$. We denote by $\nu(G, \mathbf{v})$ the maximum cardinality of a matching.

Ordinary graphs can be considered as the special case when nodes are labeled by linearly independent vectors. We denote such a vector labeling by $\mathbf{u}_{\text {free }}$ (since we are only concerned with the linear independence structure of the vector labels, it does not matter which linearly independent set of vectors we use). It is easy to check that $\tau\left(G, \mathbf{u}_{\text {free }}\right)=\tau(G)$ and $\nu\left(G, \mathbf{u}_{\text {free }}\right)=\nu(G)$.

The extension of inequality 18.1 to frameworks remains valid:

$$
\begin{equation*}
\nu(G, \mathbf{v}) \leq \tau(G, \mathbf{v}) \tag{18.2}
\end{equation*}
$$

In this chapter, we formulate extensions of basic characterization results like Kőnig's and Tutte's matching theorems to frameworks. Several of these results are known from matroid theory, and have many applications in graph theory and other combinatorial problems. The node-cover number $\tau$ is NP-hard even in the case of ordinary graphs, so no similarly complete results can be expected; however,
the geometric methods providing partial results will be important in the proof of a classification theorem of cover-critical ordinary graphs (whose statement does not involve vector labelings).

While the results on matchings are more complete and perhaps more important, we start with a study of covering, since some results developed for covering will be useful in the study of matchings.

Since only the linear structure is used, most of the considerations in this chapter could be formulated over any field (or at least over any sufficiently large field). Indeed, most elementary arguments would work over any matroid; however, two of the main results (Theorems 18.8 (b) and 18.15 do make use of the additional linear structure provided by the underlying field.

Let us describe some examples of interesting matchings and coverings in frameworks.

Example 18.1 (Branchings). Let $G$ be a directed graph; we define an (unoriented) framework $(H, \mathbf{v})$ as follows. For every edge $e=i j \in E$, we create two nodes $h_{e}$ and $t_{e}$ of $H$, and connected them by an (unoriented) edge $\widehat{e}$. We label $h_{e}$ by the unit vector $\mathbf{v}\left(h_{e}\right)=\mathbf{e}_{j}$, and $t_{e}$ by the difference $\mathbf{v}\left(t_{e}\right)=\mathbf{e}_{j+n}-\mathbf{e}_{i+n}$.

In the framework $(H, \mathbf{v})$, edges $\widehat{e}_{1}, \ldots, \widehat{e}_{k}$ form a matching if and only if no two of the edges $e_{1}, \ldots, e_{k}$ enters the same node of $G$ (equivalently, the vectors $\mathbf{v}\left(h_{e}\right)$ are linearly independent) and they form a forest in $G$ in the unoriented sense (equivalently, the vectors $\mathbf{v}\left(t_{e}\right)$ are linearly independent). Such a set of edges is called a branching. It follows that $\nu(H, \mathbf{v}) \leq n-1$; if equality holds for some set of edges, then they form a spanning branching or arborescence: a spanning tree (in the undirected sense) which has a root $r$ so the branching contains a directed path from the root to every other node. So every matching with $n-1$ edges in ( $H, \mathbf{v}$ ) corresponds to a spanning branching in $G$, and vice versa.

### 18.1. Cover-critical ordinary graphs

We start with recalling some basic facts about ordinary graphs and their nodecover numbers. A graph $G$ is called cover-critical, if deleting any edge from it, $\tau(G)$ decreases. This is equivalent to saying that deleting any edge, $\alpha(G)$ increases, and for this reason these graphs are often called $\alpha$-critical. Since isolated nodes play no role here, we will assume that cover-critical graphs have no isolated nodes. These graphs have an interesting theory, initiated in Erdős-Gallai 1961. See also Berge 1973, Lovász 1991, Lovász-Plummer 1986.

There are some easy but very useful observations we can make. In a covercritical graph $G$ every node $v$ is contained in a minimum node-cover. Indeed, if we delete $v$, the rest of the graph can be covered by $\tau(G)-1$ nodes; adding $v$ to this set, we get a minimum node-cover containing $v$. It is just slightly more complicated to see that every node is missed by some minimum node-cover.

For a cover-critical graph $G$, the following quantity, called its covering defect, will play a crucial role: $\delta(G)=2 \tau(G)-n=n-2 \alpha(G)$. The next theorem summarizes some of the basic properties of cover-critical graphs.
Theorem 18.2. For every cover-critical graph $G$,
(a) Erdős-Gallai 1961 $\delta(G) \geq 0$; in other words, $n \leq 2 \tau(G)$.
(b) Erdős-Hajnal-Moon $1964 m \leq\binom{\tau(G)+1}{2}$.
(c) Hajnal 1965 Every node has degree at most $\delta(G)+1$.


Figure 18.1. Some cover-critical graphs
These results will follow easily from more general considerations concerning cover-critical frameworks.

Cover-critical graphs can be classified by their defect. Since a graph is covercritical if and only if each of its connected components are cover-critical, we may restrict our attention to connected graphs. The only connected cover-critical graph with $\delta=0$ is $K_{2}$ Erdős-Gallai 1961, and the only connected cover-critical graphs with $\delta=1$ are odd cycles (this follows from Hajnal's Theorem 18.2 (c)).

The fact that all odd cycles are cover-critical with the same defect motivates the following simple observation: if $G^{\prime}$ is obtained from $G$ by subdividing an edge by two nodes, then $G^{\prime}$ is cover-critical if and only if $G$ is, and $\delta(G)=\delta\left(G^{\prime}\right)$. By this fact, for $\delta \geq 2$ it suffices to describe those cover-critical graphs that do not have two adjacent nodes of degree 2 .

There is a slightly less trivial version of this observation: Let us split a node of a graph $G$ into two (both having positive degree), and connect both of them to a new node. The resulting graph $G^{\prime}$ is cover-critical if and only if $G$ is, and $\delta(G)=\delta\left(G^{\prime}\right)$. Together with Exercise 18.1. this implies that it is enough to describe connected cover-critical graphs with minimum degree at least 3 . Let us call these graphs basic cover-critical.

There is only one basic cover-critical graph with $\delta=2$, namely $K_{4}$ Andrásfai 1967, and four basic cover-critical graphs with $\delta=3$, the last four graphs in Figure 18.1 Surányi 1973. This motivates the following theorem LLovász 1978]:

Theorem 18.3. For every $\delta \geq 2$, the number of basic cover-critical graphs with $\delta(G)=\delta$ is finite.

The proof will show that every basic cover-critical graph has at most $2^{3 \delta^{2}}$ nodes. (This bound is probably very rough.) The proof uses a generalization of the notion of cover-critical graphs to frameworks, and is postponed to section 18.2.4.

### 18.2. Covering in frameworks

18.2.1. Extending the rank function. Our goal is to generalize the notions of covers and criticality to frameworks Lovász 1977, Lovász 1978. We start with extending the notion of rank from sets to vectors.

Let $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ be a vector labeling of a finite set $V$. We can think of the rank function $\operatorname{rk}(S)=\operatorname{dim}(\mathbf{u}(S))$ as a function defined on the subsets of $V$, but also as
a function defined on the set of all 0-1 vectors in $\mathbb{R}^{V}$. We extend the definition to all vectors $\mathbf{w} \in \mathbb{R}_{+}^{V}$ as follows. There is a unique decomposition

$$
\begin{equation*}
\mathbf{w}=\sum_{i=1}^{t} \alpha_{i} \mathbb{1}_{S_{i}}, \quad \alpha_{i}>0, \quad S_{1} \subset S_{2} \subset \cdots \subset S_{t} \tag{18.3}
\end{equation*}
$$

(Here $t=0$ if $\mathbf{w}=0$.) To construct this decomposition, we let $S_{1}$ be the set of nodes with maximal $w_{i}$, and let $\alpha_{1}$ be the difference this maximal $w_{i}$ and the next largest entry of $\mathbf{w}$. Then $\mathbf{w}-\alpha_{1} \mathbb{1}_{S_{1}}$ has more maximal entries. We repeat this until only zero entries are left. In other words, we choose the level-sets of $\mathbf{w}$ for the sets $S_{i}$.

Using this decomposition, we define

$$
\begin{equation*}
\operatorname{rk}(\mathbf{w})=\sum_{i=1}^{t} \alpha_{i} \operatorname{rk}\left(S_{i}\right) \tag{18.4}
\end{equation*}
$$

If $\mathbf{w}$ is $0-1$ valued, then this is just the rank of its support.
The decomposition 18.3 is unique, but it does not remain unique if we drop the condition that the sets $S_{i}$ form a chain. In other words, we have many decompositions of the form

$$
\begin{equation*}
\mathbf{w}=\sum_{i=1}^{t} \alpha_{i} \mathbb{1}_{T_{i}}, \quad \alpha_{i}>0 \tag{18.5}
\end{equation*}
$$

For such decompositions, we can still assert an inequality:
Lemma 18.4. For any decomposition of a vector $\mathbf{w} \in \mathbb{R}_{+}^{V}$ of the form 18.5, we have $\operatorname{rk}(\mathbf{w}) \leq \sum_{i} \alpha_{i} \mathrm{rk}\left(T_{i}\right)$.

In other words, among all representations of $\mathbf{w}$ in the form 18.5 , the value $\sum_{i} \alpha_{i} \mathrm{rk}\left(T_{i}\right)$ is minimized when the sets $T_{i}$ form a chain.

Proof. The proof is a straightforward application of a technique called "uncrossing". Suppose that there are two incomparable sets $T_{i}$ and $T_{j}$. Let, say, $\alpha_{i} \leq \alpha_{j}$. Let us remove $T_{i}$ from the family, but add $T_{i} \cap T_{j}$ and $T_{i} \cup T_{j}$ with coefficient $\alpha_{i}$, while keeping $T_{j}$ with coefficient $\alpha_{j}-\alpha_{i}$. (If either one of $T_{i} \cap T_{j}$ and $T_{i} \cup T_{j}$ was already used in the representation, we add $\alpha_{i}$ to their coefficient. If $\alpha_{i}=\alpha_{j}$, we remove $T_{j}$ as well.) Since

$$
\mathbb{1}_{T_{i}}+\mathbb{1}_{T_{j}}=\mathbb{1}_{T_{i} \cap T_{j}}+\mathbb{1}_{T_{i} \cup T_{j}}
$$

this way we get a expression for the same vector $\mathbf{w}$, and since

$$
\operatorname{rk}\left(T_{i}\right)+\operatorname{rk}\left(T_{j}\right) \geq \operatorname{rk}\left(T_{i} \cap T_{j}\right)+\operatorname{rk}\left(T_{i} \cup T_{j}\right)
$$

this representation is not worse than the one we started with.
To conclude the proof, it suffices to argue that repeatedly performing this uncrossing operation, we end up with a representation where the sets $T_{i}$ form a chain in a finite number of steps. This follows from the observation that the quantity $\sum_{i} \alpha_{i}\left|T_{i}\right|^{2}$ is strictly increasing at each uncrossing step.
Corollary 18.5. The extended rank function rk: $[0,1]^{V} \rightarrow \mathbb{R}$ is homogeneous, subadditive and convex.

This corollary can be easily derived from the results of Edmonds 1970; this form was stated in Lovász 1983a.

Proof. It is clear that rk is homogeneous. To prove that it is subadditive, we prove that for $\mathbf{w}, \mathbf{w}_{1}, \mathbf{w}_{2}:[0,1]^{V} \rightarrow \mathbb{R}$ and $\lambda>0$,

$$
\operatorname{rk}(\lambda \mathbf{w})=\lambda \operatorname{rk}(\mathbf{w}) \quad(\lambda \geq 0), \quad \operatorname{rk}\left(\mathbf{w}_{1}+\mathbf{w}_{2}\right) \leq \operatorname{rk}\left(\mathbf{w}_{1}\right)+\operatorname{rk}\left(\mathbf{w}_{2}\right)
$$

The first equation is trivial, since the same sets $S_{i}$ occur in the decomposition 18.3 of $\mathbf{w}$ and $\lambda \mathbf{w}$. If we substitute for $\mathbf{w}_{1}$ and $\mathbf{w}_{2}$ their representation 18.3 , we get a decomposition of $\mathbf{w}_{1}+\mathbf{w}_{2}$ of the form 18.5 , and so the inequality follows by Lemma 18.4 .

Finally, convexity is a consequence of homogeneity and subadditivity.
18.2.2. Multiple covers. A $k$-cover in an ordinary graph is a weighting w of nodes by nonnegative integers such that for every edge, the sum of weights of the two endpoints is at least $k$. For a node-cover $T$, the indicator function $\mathbb{1}_{T}$ is a 1 -cover (and every minimal 1-cover arises this way).

It is a bit more complicated to describe 2 -covers. For every set $T \subseteq V$, define the weighting

$$
\mathbb{2}_{T}=\mathbb{1}_{T}+\mathbb{1}_{N(V \backslash T)} .
$$

(Recall that $N(V \backslash T)$ is the set of all nodes having a neighbor in $V \backslash T$, so it may contain nodes of $T$ as well as nodes of $V \backslash T$ ). We claim that $\mathcal{D}_{T}$ is a 2-cover of $G$ for every set $T \subseteq V$ (Figure 18.2). If both endpoints of an edge are covered by $T$, then this edge is covered twice. If one of them is in $T$, but the other is one not, then the first endpoint is in $N(V \backslash T)$, and so it has weight 2 in $\mathscr{P}_{T}$. If neither endpoint is contained in $T$, then both of them are covered by $N(V \backslash T)$.


Figure 18.2. A set $T$ of nodes and the 2 -cover $\mathcal{D}_{T}$ constructed from it.

If $T=V$, then $\mathscr{L}_{T}=\mathbb{1}_{V}$. The same holds of $T=\emptyset$, provided $G$ has no isolated nodes. This illustrates the important fact that $\mathcal{L}_{T}$ does not depend on $T$ in any monotone way. If $T$ is a node-cover, then we have $N(V \backslash T) \subseteq T$, and so the support of $\mathscr{D}_{T}$ is $T$. If $T$ is a minimal node-cover (with respect to inclusion), then $N(V \backslash T)=T$, and so $\mathbb{2}_{T}=2 \mathbb{1}_{T}$.

If we allow the trivial operation of increasing some of the weights, then this construction will produce all 2 -covers. Indeed, for a 2 -cover $\mathbf{w}$, let $T$ be its support. Then $T$ must be a node-cover, and all nodes in $N(V \backslash T)$ must have weight 2 , so $\mathbf{w} \geq \mathcal{D}_{T}$. This implies that $\mathbf{w}$ is a 2 -cover if and only if there is a set $T$ such that $\mathbf{w} \geq \mathcal{D}_{T}$. If the 2 -cover $\mathbf{w}$ is minimal (i.e., no node-weight can be decreased and still have a 2 -cover), then $\mathbf{w}=\mathcal{D}_{T}$ for some set $T$. This set $T$ is by no means unique; for example, it can always be chosen from among node-covers.

One would expect that to describe $k$-covers for larger values of $k$ becomes increasingly complicated, perhaps impossible. But in fact knowing 1-covers and 2-covers gives us all.

The sum of a $k$-cover and an $l$-cover is, trivially, a $(k+l)$-cover. A 2 -cover is not necessarily the sum of two 1-covers (for example, the all-1 weighting of the
nodes of a triangle). But every 3 -cover is the sum of a 2 -cover and a 1-cover; more generally, for $k \geq 2$ every $k$-cover $\mathbf{w}=\left(w_{i}: i \in V\right)$ can be decomposed into the sum of a 2 -cover $\mathbf{w}^{\prime}$ and a $(k-2)$-cover $\mathbf{w}^{\prime \prime}$ by the following simple formulas:

$$
w_{i}^{\prime}=\left\{\begin{array}{ll}
2, & \text { if } w_{i} \geq k  \tag{18.6}\\
1, & \text { if } 1 \leq w_{i} \leq k-1, \\
0, & \text { if } w_{i}=0
\end{array} \quad w_{i}^{\prime \prime}=w_{i}-w_{i}^{\prime}\right.
$$

It is easy to check that $\mathbf{w}^{\prime}$ is a 2 -cover and $\mathbf{w}^{\prime \prime}$ is a $(k-2)$-cover. Repeating this argument, we can decompose every $k$-cover as a sum of $\lfloor k / 2\rfloor 2$-covers and at most one 1-cover (Figure 18.3).


Figure 18.3. Decomposing a 5 -cover into two 2 -covers and a 1 -cover.
The notion of $k$-covers is independent of the vector labeling, but the geometry enters when we replace "size" by "rank". Recalling the definition 18.4, we see that the rank of the 2 -cover defined by a node-cover $T$ is

$$
\begin{equation*}
\operatorname{rk}\left(\mathcal{D}_{T}\right)=\operatorname{rk}(T)+\operatorname{rk}(N(V \backslash T)) \tag{18.7}
\end{equation*}
$$

In the decomposition 18.6 of a $k$-cover, every level-set of $\mathbf{w}^{\prime}$ or $\mathbf{w}^{\prime \prime}$ is a level-set of $\mathbf{w}$, and hence we can use the level sets of $\mathbf{w}$ to define the ranks of $\mathbf{w}^{\prime}$ and $\mathbf{w}^{\prime \prime}$ (some of them may have coefficient 0 ). This implies that

$$
\begin{equation*}
\operatorname{rk}\left(\mathbf{w}^{\prime}\right)+\operatorname{rk}\left(\mathbf{w}^{\prime \prime}\right)=\operatorname{rk}(\mathbf{w}) \tag{18.8}
\end{equation*}
$$

The $k$-cover number $\tau_{k}(G, \mathbf{v})$ for a framework $(G, \mathbf{v})$ is defined as the minimum rank of any $k$-cover. For the (most important) case of $k=1$, we set $\tau(G, \mathbf{v})=$ $\tau_{1}(G, \mathbf{v})$. In other words, $\tau(G, \mathbf{v})$ is the minimum dimension of a linear subspace $L \subseteq \mathbb{R}^{d}$ such that at least one endpoint of every edge of $G$ is labeled by a vector in $L$.

Since the sum of a $k$-cover and an $m$-cover is a $(k+m)$-cover, we have $\tau_{k+m}(G, \mathbf{v}) \leq \tau_{k}(G, \mathbf{v})+\tau_{m}(G, \mathbf{v})$; in particular

$$
\begin{equation*}
\tau_{k}(G, \mathbf{v}) \leq k \tau(G, \mathbf{v}) \tag{18.9}
\end{equation*}
$$

This implies that the difference

$$
\delta(G, \mathbf{v})=2 \tau(G, \mathbf{v})-\tau_{2}(G, \mathbf{v})
$$

is nonnegative. We call this quantity the covering defect of the framework ( $G, \mathbf{v}$ ). (This quantity could be described as an "integrality gap" in integer programming; cf. Exercise 18.4.) The covering defect is defined for all frameworks, in particular
for ordinary graphs, and it is not hard to see that $\delta\left(G, \mathbf{u}_{\text {free }}\right)=\delta(G)$ for all covercritical graphs $G$.

The following simple lemma is the key to the study of cover-critical graphs and frameworks.

Lemma 18.6. Let $S$ be any node-cover in a framework ( $G, \mathbf{v}$ ), and let $T$ be a node-cover with minimum rank. Then $\operatorname{rk}\left(\mathcal{D}_{S \cup T}\right) \leq \operatorname{rk}\left(\mathbb{D}_{S}\right)$.

Proof. If we decompose the 3 -cover $\mathbf{w}=\mathbb{1}_{T}+\mathscr{I}_{S}$ by 18.6 , we get $\mathbf{w}=$ $\mathbf{w}^{\prime}+\mathbf{w}^{\prime \prime}$, where $\mathbf{w}^{\prime}=\mathscr{P}_{S \cup T}$ is a 2 -cover and $\mathbf{w}^{\prime \prime}$ is a 1 -cover. Using the convexity of the rank function and 18.8), we get

$$
\operatorname{rk}(T)+\operatorname{rk}\left(\mathscr{D}_{S}\right) \geq \operatorname{rk}(\mathbf{w})=\operatorname{rk}\left(\mathcal{D}_{S \cup T}\right)+\operatorname{rk}\left(\mathbf{w}^{\prime \prime}\right) .
$$

Since $\operatorname{rk}(T) \leq \operatorname{rk}\left(\mathrm{w}^{\prime \prime}\right)$ by the minimality of $\operatorname{rk}(T)$, this implies the lemma.
Applying the lemma repeatedly, we get that if $S$ is a node-cover, and $T_{1}, \ldots, T_{k}$ are node-covers with minimum rank, then

$$
\begin{equation*}
\operatorname{rk}\left(\mathbb{D}_{S \cup T_{1} \cup \ldots \cup T_{k}}\right) \leq \operatorname{rk}\left(\mathbb{D}_{S}\right) . \tag{18.10}
\end{equation*}
$$

This inequality will be most useful when there are many node-covers with minimum rank, which will happen in the "cover-critical" case, to be discussed next.
18.2.3. Cover-critical frameworks. A framework is cover-critical, if deleting any node or edge, its node-cover number decreases. This condition implies, in particular, that the graph has no isolated nodes, and no node is labeled by the zero vector.

If $(G, \mathbf{v})$ is cover-critical, and we project the representing vectors onto a generic $\tau(G)$-dimensional space, then ranks up to $\tau(G)$ don't change, and hence the resulting framework is still cover-critical. Hence we could always assume that the representation is in $\tau(G)$-dimensional space. Informally, there is no hyperplane meeting every edge, but deleting any edge, there will be. (This reduction is, however, not always convenient.)


Figure 18.4. Some cover-critical frameworks. The figures are drawn in projective plane, so that 1-dimensional linear subspaces are depicted as points, 2-dimensional linear subspaces are depicted as lines etc. The reader is recommended to use this way of drawing frameworks to follow the arguments in this chapter.

A framework $\left(G, \mathbf{u}_{\text {free }}\right)$ is cover-critical if and only if $G$ is cover-critical as an ordinary graph. This way the theory of cover-critical frameworks generalizes the theory of cover-critical graphs.

Some basic results concerning cover-critical graphs can be generalized to the vector-labeled case without difficulty. For example, every node is contained in a minimum rank node-cover, and missed by another minimum rank node-cover.

There are properties that are trivial in the unlabeled case, but need a proof in our case.

Lemma 18.7. In a cover-critical framework ( $G, \mathbf{v}$ ), the neighbors of any node are represented by linearly independent vectors.

Proof. Let $b \in N(a)$. By criticality, $\tau(G \backslash a b, \mathbf{v})<\tau(G, \mathbf{v})$, and hence there is a $(\tau(G, \mathbf{v})-1)$-dimensional subspace $L$ that contains one of the endnode positions of every edge except $a b$. Clearly, $\mathbf{v}_{a}, \mathbf{v}_{b} \notin L$ (otherwise $L$ would be a node-cover of $G)$. Hence $L$ must contain $\mathbf{v}_{j}$ for every $j \in N(a), j \neq b$. It follows that $\mathbf{v}_{b} \notin \operatorname{lin}\left\{\mathbf{v}_{j}: j \in N(a) \backslash\{b\}\right\}$. This holds for every $b \in N(a)$, showing that the vectors $\mathbf{v}_{b}(b \in N(a))$ are linearly independent.

The last lemma implies that the degree of each node is at most $\operatorname{rk}(V)$. We are going to prove a much sharper bound on the degrees, as part of the following generalization of Theorem 18.2 to frameworks. For $a \in V$, set $\varepsilon_{a}=\operatorname{rk}(V)-\operatorname{rk}(V \backslash$ $\{a\})$. In other words, $\varepsilon_{a}=1$ if $\mathbf{v}_{a}$ is linearly independent of the vectors $\left\{\mathbf{v}_{j}: j \neq a\right\}$, and $\varepsilon_{a}=0$ otherwise.

Theorem 18.8. Let $(G, \mathbf{v})$ be a cover-critical framework and $a \in V$. Then
(a) $\operatorname{rk}(V)=\tau_{2}(G, \mathbf{v})$.
(b) $m \leq\binom{\tau(G, \mathbf{v})+1}{2}$.
(c) $\operatorname{deg}(a) \leq \delta(G, \mathbf{v})+\varepsilon_{a}$.

Proof. (a) follows easily from our considerations about multiple covers. Since $V$ is a 2 -cover, we have $\tau_{2}(G, \mathbf{v}) \leq \operatorname{rk}(V)$. On the other hand, let $T_{1}, \ldots, T_{k}$ be all minimum node-covers, and $S$, a further node-cover. Then, as remarked, $T_{1} \cup \cdots \cup T_{k}=V$, and so by 18.10 , we have

$$
\operatorname{rk}\left(\mathscr{D}_{S}\right) \geq \operatorname{rk}\left(\mathbb{D}_{S \cup T_{1} \cup \cdots \cup T_{k}}\right)=\operatorname{rk}\left(\mathscr{L}_{V}\right)=\operatorname{rk}(V)
$$

This proves that $\operatorname{rk}(V)=\tau_{2}(G, \mathbf{v})$.
(b) Let $(G, \mathbf{v})$ be a cover-critical framework in dimension $d$. We may assume that $d=\tau(G, \mathbf{v})$. Consider the matrices $M_{i j}=\mathbf{v}_{i} \mathbf{v}_{j}^{\top}+\mathbf{v}_{j} \mathbf{v}_{i}^{\top}(i j \in E)$. We claim that these matrices are linearly independent.

For any edge $a b$, the graph $G \backslash a b$ has a node-cover $T$ that does not span the space $\mathbb{R}^{d}$; let $\mathbf{u} \in \mathbb{R}^{d}(\mathbf{u} \neq 0)$ be orthogonal to the span of $T$. Clearly $\mathbf{u}^{\top} \mathbf{v}_{a} \neq 0$ and $\mathbf{u}^{\top} \mathbf{v}_{b} \neq 0$, else $\left\{j \in V: \mathbf{u}^{\top} \mathbf{v}_{j}\right\}=0$ would be a set covering all edges of $G$ of rank $d-1<\tau(G)$. Then

$$
\mathbf{u}^{\top} M_{i j} \mathbf{u}=\mathbf{u}^{\top} \mathbf{v}_{i} \mathbf{v}_{j}^{\top} \mathbf{u}+\mathbf{u}^{\top} \mathbf{v}_{j} \mathbf{v}_{i}^{\top} \mathbf{u}=2\left(\mathbf{u}^{\top} \mathbf{v}_{i}\right)\left(\mathbf{u}^{\top} \mathbf{v}_{j}\right)=0
$$

for every edge $i j \neq a b$ (since one of $i$ and $j$ must be in $T$ ), but

$$
\mathbf{u}^{\top} M_{a b} \mathbf{u}=2\left(\mathbf{u}^{\top} \mathbf{v}_{a}\right)\left(\mathbf{u}^{\top} \mathbf{v}_{b}\right) \neq 0
$$

This shows that $M_{a b}$ is linearly independent of the matrices $M_{i j}, i j \neq a b$. Since $a b$ was an arbitrary edge, this implies that the matrices $M_{i j}$ are linearly independent. Hence their number cannot be larger than the dimension of the space of symmetric $d \times d$ matrices, which is $\binom{d+1}{2}$.
(c) Let $T \subseteq V \backslash a$ be a node-cover. We claim that

$$
\begin{equation*}
\operatorname{deg}(a) \leq \operatorname{rk}\left(\mathbb{D}_{T}\right)-\operatorname{rk}(V)+\varepsilon_{a} . \tag{18.11}
\end{equation*}
$$

Applying this to an optimal node-cover not containing $a$, and using (a), assertion (c) of the theorem will follow. We prove this inequality by induction on $|V \backslash T|$.

Let $S_{1}, \ldots, S_{k}$ be all node-covers of minimum rank that do not contain $a$, and let $T^{\prime}=T \cup S_{1} \cup \cdots \cup S_{k}$. By Lemma 18.6 we have $\operatorname{rk}\left(\mathcal{D}_{T^{\prime}}\right) \leq \operatorname{rk}\left(\mathcal{L}_{T}\right)$.

If $T^{\prime}=V \backslash a$, then $\mathcal{D}_{T^{\prime}}=\mathbb{1}_{T^{\prime}}+\mathbb{1}_{N(a)}$, and so by Lemma 18.7 .

$$
\operatorname{deg}(a)=\operatorname{rk}(N(a))=\operatorname{rk}\left(\mathbb{D}_{T^{\prime}}\right)-\operatorname{rk}\left(T^{\prime}\right) \leq \operatorname{rk}\left(\mathbb{D}_{T}\right)-\operatorname{rk}(V)+\varepsilon_{a},
$$

and we are done. So suppose that $A=V \backslash T^{\prime} \neq\{a\}$, and so $B=A \backslash a$ is nonempty. Note that $A$ and $B$ are stable sets of nodes.

Claim. Let $i \in N(a)$. Then $i \notin N(B)$, and $\mathbf{v}_{i}$ is linearly independent of the set $\mathbf{v}(N(A) \backslash i)$.

Indeed, by the cover-critical property of $(G, \mathbf{v})$, the framework ( $G \backslash a i, \mathbf{v}$ ) has a node-cover $Z$ with $\operatorname{rank} \tau(G, \mathbf{v})-1$. Clearly $\mathbf{v}_{a}$ and $\mathbf{v}_{i}$ are linearly independent of $\mathbf{v}(Z)$. The set $Z \cup\{i\}$ is a node-cover of $G$ with minimum rank, and hence it is one of the sets $S_{j}$. By the definition of $A$, it follows that $Z \cap A=\emptyset$. Since $Z$ covers all edges except $a i$, there is no edge connecting $i$ to $B$, and $N(A) \backslash i \subseteq Z$. So $\mathbf{v}_{i}$ is linearly independent of $\mathbf{v}(N(A) \backslash i)$. This proves the Claim.

The Claim implies that $\operatorname{rk}(N(A))=\operatorname{rk}(N(B))+\operatorname{deg}(a)$. Let $b \in B$. Applying 18.11) with $V \backslash B$ in place of $T$ (which we can do by the induction hypothesis), we get

$$
\operatorname{deg}(b) \leq \operatorname{rk}\left(\mathcal{D}_{V \backslash B}\right)-\operatorname{rk}(V)+\varepsilon_{b}=\operatorname{rk}(V \backslash B)+\operatorname{rk}(N(B))-\operatorname{rk}(V)+\varepsilon_{b}
$$

Since $\operatorname{deg}(b) \geq 1$ and $\operatorname{rk}(V \backslash B) \leq \operatorname{rk}(V \backslash A)+1$, this implies that $\operatorname{rk}(N(B)) \geq$ $\operatorname{rk}(V)-\operatorname{rk}(V \backslash A)-\varepsilon_{b}$, and hence

$$
\begin{aligned}
\operatorname{deg}(a) & =\operatorname{rk}(N(A))-\operatorname{rk}(N(B)) \leq \operatorname{rk}(N(A))+\operatorname{rk}(V \backslash A)-\operatorname{rk}(V)+\varepsilon_{b} \\
& =\operatorname{rk}\left(\mathcal{D}_{T^{\prime}}\right)-\operatorname{rk}(V)+\varepsilon_{b} \leq \operatorname{rk}\left(\mathcal{D}_{T}\right)-\operatorname{rk}(V)+\varepsilon_{b} .
\end{aligned}
$$

We are done, unless $\varepsilon_{a}=0$ and $\varepsilon_{b}=1$ for all $b \in B$. In this latter case $\mathbf{v}_{a}$ depends linearly on $\left\{\mathbf{v}_{j}: j \in V \backslash a\right\}$, but in this dependence the elements of $B$ cannot be involved. So $\mathbf{v}_{a}$ depends linearly on $\left\{\mathbf{v}_{j}: j \in V \backslash A\right\}$. This shows that $\operatorname{rk}(V \backslash B)=\operatorname{rk}(V \backslash A)$, and we gain 1 in the above computation, proving 18.11.

Assertion (a) implies that the set $V$ is an optimal 2-cover, and

$$
\begin{equation*}
\operatorname{rk}(V) \leq 2 \tau(G, \mathbf{v}) \tag{18.12}
\end{equation*}
$$

If equality holds in 18.12 , then part (c) of the theorem implies that $\operatorname{deg}(a)=1$ and $\varepsilon_{a}=1$ for every node $a$, and so $G$ is a matching. This characterizes cover-critical frameworks with $\delta=0$.

Theorem 18.8 (b) generalizes Theorem 18.2 (b), giving a good upper bound on the number of edges. What about the number of nodes? Since we do not allow isolated nodes, a cover-critical framework in $\mathbb{R}^{d}$ can have at most $d(d+1)$ nodes
by Theorem 18.8 (b). One cannot say more in general, since from every covercritical framework we can construct another one by splitting every node to nodes of degree 1 , labeled by the same vector. From the complete $(d+1)$-graph with the free labeling, we get a framework $(G, \mathbf{v})$ with $d(d+1)$ nodes and $\tau(G, \mathbf{v})=d$.

The next step should be to generalize Theorem 18.3 to frameworks. However, it seems that the structure of cover-critical frameworks can be much more complicated than the structure of cover-critical ordinary graphs, and a classification theorem seems to be out of reach. But, somewhat surprisingly, Theorem 18.3 and some other results about "ordinary" cover-critical graphs will be proved using vectorlabelings.

Before returning to ordinary graphs, we need a couple of technical lemmas, nothing deep, but involving some case-distinction. The first one analyzes how changing the label of a single node in certain ways influences the cover-critical property. Given a linear subspace $L \subseteq \mathbb{R}^{d}$ and a finite set $S \subset \mathbb{R}^{d}$, we say that a point $\mathbf{x} \in L$ is in general position on $L$ relative to $S$, if $\mathbf{x} \in \operatorname{lin}\left(S^{\prime}\right)$ for some $S^{\prime} \subseteq S$ only if $L \subseteq \operatorname{lin}\left(S^{\prime}\right)$. It is clear every subspace contains a point in general position relative to any finite set.
Lemma 18.9. Let $(G, \mathbf{v})$ be a framework in $\mathbb{R}^{d}$, let $j \in V$, and construct a new labeling $\overline{\mathbf{v}}$ by replacing $\mathbf{v}_{j}$ by a vector $\overline{\mathbf{v}}_{j}$ in general position on $\operatorname{lin}(\mathbf{v}(N(j)))$ relative to $\mathbf{v}(V \backslash j)$ (we keep every other position). Then $\tau(G, \overline{\mathbf{v}}) \geq \tau(G, \mathbf{v})$. If, in addition, the original label $\mathbf{v}_{j}$ is in general position in $\mathbb{R}^{d}$ relative to $\mathbf{v}(V \backslash j)$, then $\tau(G, \overline{\mathbf{v}})=$ $\tau(G, \mathbf{v})$. If, in addition, $(G, \mathbf{v})$ is cover-critical, then $(G, \overline{\mathbf{v}})$ is cover-critical as well.

Proof. Let $T$ be a node-cover of $G$ for which $\operatorname{rk}(\overline{\mathbf{v}}(T))$ is minimal. If $\operatorname{rk}(\mathbf{v}(T)) \leq \operatorname{rk}(\overline{\mathbf{v}}(T))$, then $\tau(G, \mathbf{v})=\operatorname{rk}(\mathbf{v}(T)) \leq \operatorname{rk}(\overline{\mathbf{v}}(T)) \leq \tau(G, \overline{\mathbf{v}})$, and we are done. So suppose that $\operatorname{rk}(\overline{\mathbf{v}}(T))<\operatorname{rk}(\mathbf{v}(T))$, then $j \in T$ and $\overline{\mathbf{v}}_{j} \in \operatorname{lin}(\mathbf{v}(T \backslash j))$. By the assumption that $\overline{\mathbf{v}}_{j}$ is in general position on $\operatorname{lin}(\mathbf{v}(N(j)))$, it follows that $\operatorname{lin}(\mathbf{v}(N(j))) \subseteq \operatorname{lin}(\mathbf{v}(T \backslash j))$. But then $T^{\prime}=T \backslash j \cup N(j)$ is a node-cover of $G$ with $\operatorname{rk}\left(\mathbf{v}\left(T^{\prime}\right)\right)=\operatorname{rk}(\mathbf{v}(T \backslash j)) \leq \operatorname{rk}(\overline{\mathbf{v}}(T))=\tau(G, \overline{\mathbf{v}})$, a contradiction.

Now suppose that $\mathbf{v}_{j}$ is in general position relative to $\mathbf{v}(V \backslash j)$, and let $T$ be a node-cover of $G$ for which $\operatorname{rk}(\mathbf{v}(T))$ is minimal. If $j \notin T$, then $\tau(G, \overline{\mathbf{v}}) \leq \operatorname{rk}(\overline{\mathbf{v}}(T))=$ $\operatorname{rk}(\mathbf{v}(T))=\tau(G, \mathbf{v})$. Suppose that $j \in T$. By the assumption about $\mathbf{v}_{j}$, we have either $\mathbf{v}_{j} \notin \operatorname{lin}(\mathbf{v}(T \backslash j))$, or $\operatorname{lin}(\mathbf{v}(T \backslash j))=\operatorname{lin}(\mathbf{v}(V \backslash j))$. In the first case,

$$
\tau(G, \overline{\mathbf{v}}) \leq \operatorname{rk}(\overline{\mathbf{v}}(T)) \leq \operatorname{rk}(\mathbf{v}(T \backslash j))+1=\operatorname{rk}(\mathbf{v}(T))=\tau(G, \mathbf{v})
$$

In the second,

$$
\tau(G, \overline{\mathbf{v}}) \leq \operatorname{rk}(\mathbf{v}(V \backslash j))=\operatorname{rk}(\mathbf{v}(T \backslash j)) \leq \operatorname{rk}(\mathbf{v}(T))=\tau(G, \mathbf{v})
$$

Finally, suppose that $G$ is cover-critical, and let $e \in E$. If $e$ is not incident with $j$, then the same argument as above gives that $\tau(G \backslash e, \overline{\mathbf{v}})=\tau(G \backslash e, \mathbf{v})<\tau(G, \mathbf{v})=$ $\tau(G, \overline{\mathbf{v}})$. If $e$ is incident with $j$, then a node-cover $T$ of $G \backslash e$ with $\operatorname{rk}(\mathbf{v}(T))<\tau(G, \mathbf{v})$ cannot contain $j$, and hence

$$
\tau(G \backslash e, \overline{\mathbf{v}}) \leq \operatorname{rk}(\overline{\mathbf{v}}(T))=\operatorname{rk}(\mathbf{v}(T))<\tau(G, \mathbf{v})=\tau(G, \overline{\mathbf{v}})
$$

The second technical lemma deals with conditions under which deleting a node preserves the cover-critical property.
Lemma 18.10. Let $(G, \mathbf{v})$ be a framework, and let $j$ be a node such that $\mathbf{v}_{j} \in$ $\operatorname{lin}(\mathbf{v}(N(j)))$. Let $\mathbf{v}^{\prime}$ be the orthogonal projection of $\mathbf{v}$ onto the hyperplane $\mathbf{v}_{j}^{\perp}$.

Then $\tau\left(G \backslash j, \mathbf{v}^{\prime}\right)=\tau(G, \mathbf{v})-1$. If, in addition, $(G, \mathbf{v})$ is cover-critical, then so is $\left(G \backslash j, \mathbf{v}^{\prime}\right)$.

Proof. Let $T$ be a node-cover of $G \backslash j$ with $\operatorname{rk}\left(\mathbf{v}^{\prime}(T)\right)=\tau\left(G \backslash j, \mathbf{v}^{\prime}\right)$. Then $T \cup\{j\}$ is a node-cover of $G$ with $\operatorname{rk}(\mathbf{v}(T)) \leq \operatorname{rk}\left(\mathbf{v}^{\prime}(T)\right)+1$, showing that $\tau(G, \mathbf{v}) \leq$ $\tau\left(G \backslash j, \mathbf{v}^{\prime}\right)+1$.

Conversely, let $T$ be a node-cover of $G$ with $\operatorname{rk}(\mathbf{v}(T))=\tau(G, \mathbf{v})$. The nodecover $T$ contains either $j$ or $N(j)$. In both cases, $\mathbf{v}_{j} \in \operatorname{lin}(\mathbf{v}(T))$. Since $T \backslash j$ is a node-cover in $G \backslash j$, this implies that

$$
\tau\left(G \backslash j, \mathbf{v}^{\prime}\right) \leq \operatorname{rk}\left(\mathbf{v}^{\prime}(T \backslash j)\right)=\operatorname{rk}\left(\mathbf{v}^{\prime}(T)\right)<\operatorname{rk}(\mathbf{v}(T))=\tau(G, \mathbf{v})
$$

Finally, assume that $(G, \mathbf{v})$ is cover-critical, and let $e \in E(G \backslash j)$. There exists a node-cover $T$ of $G \backslash e$ with $\operatorname{rk}(\mathbf{v}(T))=\tau(G, \mathbf{v})-1$. It follows as above that $\operatorname{rk}\left(\mathbf{v}^{\prime}(T)\right)=\tau(G, \mathbf{v})-2=\tau\left(G \backslash j, \mathbf{v}^{\prime}\right)-1$. This shows that $\left(G \backslash j, \mathbf{v}^{\prime}\right)$ is covercritical.
18.2.4. Classifying cover-critical graphs. Combining the previous lemmas with Theorem 18.8, we get an important corollary for ordinary graphs, saying that a large cover-critical graph with small cover defect is almost bipartite: a minimal cover $T$ spans a small number of edges only, while its complement is, of course, a stable set.

Corollary 18.11. Let $G$ be a cover-critical graph, and let $T \subseteq V$ be a node-cover. Then

$$
|E(G[T])| \leq\binom{\tau(G)+|T|-n+1}{2}
$$

In particular, if $T$ is a minimum node-cover, then

$$
|E(G[T])| \leq\binom{\delta(G)+1}{2}
$$

Proof. Let $A=V \backslash T$. Starting with the framework ( $G, \mathbf{u}_{\text {free }}$ ), we apply the constructions in Lemmas 18.9 and 18.10 we replace $\mathbf{v}_{i}(i \in A)$ by a point $\overline{\mathbf{v}}_{i} \in$ $\mathbf{v}(N(i))$ in general position, and then delete $i$ and project the remaining labels onto $\overline{\mathbf{v}}_{i}^{\perp}$. Repeating this with all nodes of $A$, we are left with a cover-critical framework $(G[T], \mathbf{u})$ with $\tau(G[T], \mathbf{u})=\tau(G)-|A|$. An application of Theorem 18.8 (b) completes the proof.

We need one further lemma, which is "pure" graph theory.
Lemma 18.12. Let $G$ be a bipartite graph, and let $S_{1}, \ldots, S_{k} \subseteq V$ be such that $G \backslash S_{i}$ has a perfect matching for every i. Assume, furthermore, that deleting any edge of $G$ this property does not hold any more. Let $s=\max _{i}\left|S_{i}\right|$. Then the number of nodes of $G$ with degree at least 3 is at most $2 s^{3}\binom{k}{3}$.

Proof. Suppose that $G$ has more than $2 s^{3}\binom{k}{3}$ nodes of degree at least 3. Let us label every edge $e$ with an index $i$ for which $G \backslash e \backslash S_{i}$ has no perfect matching, and let $M_{i}$ denote a perfect matching in $G \backslash S_{i}$. Clearly all edges labeled $i$ belong to $M_{i}$.

Let us label every node with degree at least 3 by a triple of the edge-labels incident with it. There will be more than $2 s^{3}$ nodes labeled by the same triple, say by $\{1,2,3\}$.

The set $M_{1} \cup M_{2}$ consists of the common edges, of cycles alternating with respect to both matchings, and of alternating paths ending at $S_{1} \cup S_{2}$. A node labeled $\{1,2,3\}$ cannot belong to a common edge of $M_{1}$ and $M_{2}$ (trivially), and it cannot belong to an alternating cycle, since then we could replace the edges of $M_{1}$ on this cycle by the other edges of the cycle, to get a perfect matching in $G \backslash S_{i}$ that misses an edge labeled $i$, contrary to the definition of the label. So it must lie on one of the alternating paths. The same argument holds for the sets $M_{1} \cup M_{3}$ and $M_{2} \cup M_{3}$. The number of alternating $M_{i}-M_{j}$ paths is at most $s$, so there are three nodes labeled $\{1,2,3\}$ that lie on the same $M_{i}-M_{j}$ paths for all three choices of $\{i, j\} \subseteq\{1,2,3\}$. Two of these nodes, say $u$ and $v$, belong to the same color class of $G$.

We need one more combinatorial preparation: the alternating $M_{i}-M_{j}$ path through $u$ and $v$ has a subpath $Q_{i j}$ between $u$ and $v$, which has even length, and therefore starts with an edge labeled $i$ and ends with an edge labeled $j$, or the other way around. It is easy to see that (permuting the indices $1,2,3$ if necessary) we may assume that $Q_{12}$ starts at $u$ with label 1 , and $Q_{23}$ starts at $u$ with label 2.

Now traverse $Q_{23}$ starting at $u$ until it first hits $Q_{12}$ (this happens at $v$ at the latest), and return to $u$ on $Q_{12}$. Since $G$ is bipartite, this cycle is even, and hence alternates with respect to $M_{2}$. But it contains an edge labeled 2, which leads to a contradiction just like above.

Now we are able to prove the finite basis theorem for cover-critical graphs.
Proof of Theorem 18.3. Let $G$ be a basic cover-critical graph with $\delta(G)=\delta$, let $T$ be a minimum node-cover in $G$, let $F$ be the set of edges induced by $T$, and let $G^{\prime}$ be obtained by deleting the edges of $F$ from $G$. By Corollary $18.11,|F| \leq\binom{\delta+1}{2}$.

Let $R_{1}, \ldots, R_{k}$ be the minimal sets of nodes that cover all edges of $F$. Trivially $\left|R_{i}\right| \leq|F|$ and $k \leq 2^{|F|}$. Let $\tau_{i}=\tau\left(G^{\prime} \backslash R_{i}\right)$; clearly $\tau_{i} \geq \tau(G)-\left|R_{i}\right|$. Since $G^{\prime} \backslash R_{i}$ is bipartite, it has a matching $M_{i}$ of size $\tau_{i}$. Let $S_{i}=V \backslash V\left(M_{i}\right)$. (We can think of the matching $M_{i}$ as a "certificate" that $R_{i}$ cannot be extended to a node-cover of size less than $\tau(G)$.)

By this construction, the graphs $G^{\prime}-S_{i}$ have perfect matchings. We claim that deleting any edge from $G^{\prime}$ this does not remain true. Indeed, let $e \in E\left(G^{\prime}\right)$, then $G \backslash e$ has a node-cover $T$ with $|T|<\tau(G)$. Since $T$ covers all edges of $F$, it contains one of the sets $R_{i}$. Then $T-R_{i}$ covers all edges of $G^{\prime}-R_{i}$ except $e$, and so $\tau\left(G^{\prime}-R_{i}-e\right) \leq|T|-\left|R_{i}\right|<\tau(G)-\left|R_{i}\right| \leq \tau_{i}$. Thus $G^{\prime}-R_{i}-e$ cannot contain a matching of size $\tau_{i}$, and hence $G^{\prime}-S_{i}-e$ cannot contain a perfect matching.

We can estimate the size of the sets $S_{i}$ as follows:

$$
\left|S_{i}\right|=n-2 \tau_{i} \leq n-2\left(\tau(G)-\left|R_{i}\right|\right)=2\left|R_{i}\right|-\delta \leq 2|F|-\delta \leq \delta^{2}
$$

We can invoke Lemma 18.12, and conclude that $G^{\prime}$ has at most $2\binom{k}{3} \delta^{6}$ nodes of degree at least 3. Putting back the edges of $F$ can increase this number by at most $2|F|$, and hence

$$
n \leq 2\binom{k}{3} \delta^{6}+2 \delta(\delta+1)<2^{3 \delta^{2}}
$$

### 18.3. Matchings

18.3.1. Gallai's Identity. Let $G$ be a graph without isolated nodes, and let $\rho(G)$ denote the minimum number of edges covering all nodes. A simple but important fact in graph theory is Gallai's Identity:

$$
\begin{equation*}
\rho(G)+\nu(G)=n \tag{18.13}
\end{equation*}
$$

As a warm-up to the topic of matchings in frameworks, we prove a generalization of this identity. Let $(G, \mathbf{v})$ be a framework in $\mathbb{R}^{d}$, where we assume that the graph $G$ has no isolated nodes and the vector labels span the whole space. Recall that $\nu(G, \mathbf{v})$ denotes the maximum cardinality of a matching. Let us call a set of edges an edge-cover, if their endpoint labels span the space $\mathbb{R}^{d}$, and let $\rho(G, \mathbf{v})$ denote the minimum cardinality of an edge-cover. We claim that

$$
\begin{equation*}
\rho(G, \mathbf{v})+\nu(G, \mathbf{v})=d \tag{18.14}
\end{equation*}
$$

To prove this, first let $M \subseteq E$ be a matching of size $\nu(G, \mathbf{v})$. The vector labels of edges in $M$ span a subspace $L$ of dimension $2 \nu(G, \mathbf{v})$. If this is not the whole space, there must be an edge $f$ with at least one endpoint label not in $L$, so adding this edge to $M$ we increase the dimension of $L$. Repeating this at most $d-2 \nu(G, \mathbf{v})$ times, we get an edge-cover. Thus

$$
\rho(G, \mathbf{v}) \leq \nu(G, \mathbf{v})+(d-2 \nu(G, \mathbf{v}))=d-\nu(G, \mathbf{v})
$$

Conversely, let $S$ be an edge-cover of minimum size, and let $M \subseteq S$ be a matching of maximum size among subsets of $S$. For every edge $e \in S \backslash M$, the set $M \cup\{e\}$ is not a matching, and hence $\operatorname{rk}(V(M) \cup V(e)) \leq 2|M|+1$. Thus

$$
\begin{aligned}
d=\operatorname{rk}(V(S)) & =\operatorname{rk}(V(M) \cup V(S \backslash M)) \leq 2|M|+|S \backslash M| \\
& =|S|+|M| \leq \rho(G, \mathbf{v})+\nu(G, \mathbf{v})
\end{aligned}
$$

This completes the proof of 18.14 .
Example 18.13 (Pinning a framework). Let $(G, \mathbf{u})$ be a bar-and-joint framework in the plane. Our goal is to pin down some of the nodes so that we prevent all infinitesimal motions. Recall the basic equation system (15.4):

$$
\begin{equation*}
\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right)^{\top}\left(\mathbf{v}_{i}-\mathbf{v}_{j}\right)=0 \quad(i j \in E) \tag{18.15}
\end{equation*}
$$

where the unknowns are the $2 n$ coordinates of the velocities $\mathbf{v}$. A pin at node $i$ adds the equations $v_{i, 1}=0$ and $v_{i, 2}=0$. Note that neither one of these equations is automatically fulfilled, since a rigid translation in a non-coordinate direction does not satisfy them.

Recall that $\operatorname{Inf} \subseteq \mathbb{R}^{2 \times V}$ denotes the linear space of infinitesimal motions. A condition $v_{i \nu}=0$ defines a hyperplane in Inf; let $f_{\nu i}$ be its normal vector in Inf. Pinning a set $S \subseteq V$ eliminates all infinitesimal motions if and only if the vectors $f_{\nu i},(\nu=1,2, i \in S)$ generate the whole space Inf.

Define a graph $H$ on the set $W=\{1,2\} \times V$ by connecting $(1, i)$ and $(2, i)$ for every $i \in V$, and label node $(\nu, i)$ by $f_{\nu i}$. Without the vector labels this is a trivial graph, but the vector labels make it interesting. By our discussion above, the minimum number of nodes of $G$ whose pinning fixes the framework is equal to $\rho(H, f)$. By Gallai's Identity 18.14, this is equal to $\operatorname{dim}(\operatorname{lnf})-\nu(H, f)$. To determine the dimension of $\operatorname{Inf}$ is a straightforward computation in linear algebra. We'll see that $\nu(H, f)$ is computable in polynomial time, so the pinning number is computable in polynomial time.
18.3.2. Bipartite frameworks. We want to extend the fundamental Marriage Theorem, which states that for bipartite graphs, equality holds in 18.1. Let us define a framework to be bipartite if its node set has a bipartition $V=V_{1} \cup V_{2}$ such that every edge connects $V_{1}$ to $V_{2}$, and $\operatorname{rk}(V)=\operatorname{rk}\left(V_{1}\right)+\operatorname{rk}\left(V_{2}\right)$. In other words, the space has a decomposition $\mathbb{R}^{d}=L_{1} \oplus L_{2}$ such that every edge has an endpoint labeled by a vector in $L_{1}$ and an endpoint labeled by a vector in $L_{2}$.

Theorem 18.14. If $(G, \mathbf{v})$ is a bipartite framework, then $\nu(G, \mathbf{v})=\tau(G, \mathbf{v})$.
A proof follows almost immediately from the results of the previous section (this proof would extend to the non-representable case easily).

Proof. We have seen that $\nu(G, \mathbf{v}) \leq \tau(G, \mathbf{v})$, so it suffices to prove the reverse inequality. We may assume that ( $G, \mathbf{v}$ ) is cover-critical (just delete edges and/or nodes as long as $\tau(G, \mathbf{v})$ remains unchanged; it is enough to find a matching of size $\tau(G, \mathbf{v})$ in this reduced graph). Let $V=V_{1} \cup V_{2}$ be the bipartition of $(G, \mathbf{v})$, then both $V_{1}$ and $V_{2}$ are node-covers, and hence

$$
\tau(G, \mathbf{v}) \leq \min \left\{\operatorname{rk}\left(V_{1}\right), \operatorname{rk}\left(V_{2}\right)\right\} \leq \frac{\operatorname{rk}\left(V_{1}\right)+\operatorname{rk}\left(V_{2}\right)}{2}=\frac{\operatorname{rk}(V)}{2}
$$

By 18.12 and the remark after it, this implies that $(G, \mathbf{v})$ is a matching, and so $\nu(G, \mathbf{v})=m \geq \tau(G, \mathbf{v})$.
18.3.3. General frameworks. Tutte's Theorem characterizing the existence of a perfect matching and Berge's Formula describing the maximum size of matchings extend to frameworks as well Lovász 1980. Various forms of this theorem are called the "Matroid Parity Theorem" or "Matroid Matching Theorem" or "Polymatroid Matching Theorem". In spite of these names, this result does not belong to matroid theory; it uses more from the structure of linear spaces than what matroids can capture.

In a framework, we can consider the 2-dimensional subspaces determined by the pairs of vectors assigned to the endpoints of an edge. The matching problem can be formulated in terms of these subspaces, and in fact this provides useful geometric insight.

Recall an elementary exercise from geometry: if a family of lines in projective $d$ space has the property that every pair intersects, then either all lines lie in the same plane, or they all go through one and the same point. In the language introduced in Appendix A.4, a set of lines contains no two independent lines if and only if either they are coplanar or concurrent.

What happens if we exclude three independent lines? Figure 18.5 shows four configurations with this property. Theorem 18.15 below will imply that these are all.

We can rephrase this as a question about 2-dimensional linear subspaces of real linear space instead of lines in a projective space. Our starting observation is then that if a family of 2-dimensional linear subspaces in a real linear space contains no two linearly independent subspaces, then either they are all contained in a 3dimensional subspace, or they all contain a common 1-dimensional subspace. The general question is: what is the maximum number of linearly independent subspaces in a family of 2-dimensional subspaces?

To show how this question relates to the matching number of frameworks, select a finite set $V$ of vectors so that each of the given subspaces contains at least two


Figure 18.5. Four configurations of lines in a projective space (of arbitrary dimension) not containing three independent lines: (a) lines in a 4-dimensional subspace; (b) lines in a 3-dimensional subspace, together with lines going through a particular point of this subspace; (c) lines in two 2-dimensional subspaces; (d) lines intersecting a given line.
of them, and for each of the given subspaces, join two of the points of $V$ in it by an edge. The condition on the subspaces says that the matching number of the resulting framework is less than $k$.

Conversely, consider a framework. If the vectors representing the endpoints of an edge are not linearly independent, then this edge will not be a member of any matching, and we can forget about it. So we may assume that the vectors representing the endpoints of any edge generate 2-dimensional subspace. A set of edges forms a matching if and only if the corresponding 2-dimensional subspaces are linearly independent.

There is a trivial bound on the matching number of a framework in $\mathbb{R}^{d}$ :

$$
\begin{equation*}
\nu(G, \mathbf{v}) \leq\left\lfloor\frac{d}{2}\right\rfloor \tag{18.16}
\end{equation*}
$$

Combining the ideas behind the bounds 18.2 and 18.16, we can formulate an upper bound that, for an optimal choice, gives equality Lovász 1980].

Theorem 18.15. Let $(G, \mathbf{u})$ be a framework in $\mathbb{R}^{d}$, and let $\mathcal{P}=\left\{E_{1}, \ldots, E_{k}\right\}$ range over all partitions of its edge set and let $L$ range over linear subspaces of $\mathbb{R}^{d}$. Let $L_{i}=\operatorname{lin}\left(\mathbf{u}\left(V\left(E_{i}\right)\right)\right)$. Then

$$
\nu(G, \mathbf{v})=\min _{\mathcal{P}, L}\left\{\operatorname{dim}(L)+\sum_{i=1}^{k}\left\lfloor\frac{1}{2} \operatorname{dim}\left(L_{i} / L\right)\right\rfloor\right\}
$$

The bound 18.16 corresponds to the choice $k=1, L=0, L_{1}=\mathbb{R}^{d}$. To get the bound (18.2), let $L$ be the linear span of a node-cover $T$, and let $V \backslash T=\left\{i_{1}, \ldots, i_{k}\right\}$, and let $\overline{E_{j}}$ consist of all edges contained in the linear span of $L$ and $\mathbf{u}_{i_{j}}$.

The proof of the $\leq$ direction in Theorem 18.15 is easy: for any subspace $L$ and any partition $\mathcal{P}$, we have

$$
\nu(G, \mathbf{v}) \leq \operatorname{dim}(L)+\nu(G, \mathbf{v} / L)
$$

and for any matching $M$ in $(G, \mathbf{v} / L)$, we have

$$
\left|M \cap E_{i}\right| \leq\left\lfloor\frac{\operatorname{dim}\left(L_{i} / L\right)}{2}\right\rfloor
$$

and hence

$$
|M|=\sum_{i=1}^{k}\left|M \cap E_{i}\right| \leq \sum_{i=1}^{k}\left\lfloor\frac{\operatorname{dim}\left(L_{i} / L\right)}{2}\right\rfloor
$$

The proof of the $\geq$ direction is quite lengthy, and has been reproduced in another book [Lovász-Plummer 1986], so we do not present it here.

Example 18.16 (Graph matching). Let us apply the above result to "ordinary" matchings. If the nodes of the graph $G$ are labeled by the standard basis ( $\mathbf{e}_{i}: i \in V$ ) in $\mathbb{R}^{V}$, then $\nu(G, \mathbf{e})=\nu(G)$. So the graph $G$ has a perfect matching if and only if $\nu(G, \mathbf{e})=n / 2$. By Theorem 18.15. this holds if and only if

$$
\begin{equation*}
\operatorname{dim}(L)+\sum_{i=1}^{k}\left\lfloor\frac{1}{2} \operatorname{dim} \mathbf{v}\left(E_{i}\right)\right\rfloor \geq \frac{n}{2} \tag{18.17}
\end{equation*}
$$

for every partition $\mathcal{P}=\left\{E_{1}, \ldots, E_{k}\right\}$ of the edge set and every linear subspace $L$, where $\mathbf{v}_{i}=\mathbf{e}_{i} / L$. If $L$ is spanned by some of the vectors $\mathbf{e}_{i}$, then we can directly see that this condition is equivalent to Tutte's. In the general case, we need a little induction argument.

If any $\mathbf{v}_{i}=0$, then we can delete this node and proceed by induction. If the graph is disconnected, we can use induction on the connected components.

So suppose that $G$ is connected and the vectors $\mathbf{v}_{i}$ are nonzero. If $k>1$, then, since the graph is connected, there are two partition classes, say $E_{1}$ and $E_{2}$, with $V\left(E_{1}\right) \cap V\left(E_{2}\right) \neq 0$. Then

$$
\operatorname{dim} \mathbf{v}\left(V\left(E_{1} \cup E_{2}\right)\right) \leq \operatorname{dim} \mathbf{v}\left(V\left(E_{1}\right)\right)+\operatorname{dim} \mathbf{v}\left(V\left(E_{2}\right)\right)-1
$$

which implies that

$$
\left\lfloor\frac{1}{2} \operatorname{dim} \mathbf{v}\left(V\left(E_{1} \cup E_{2}\right)\right)\right\rfloor \leq\left\lfloor\frac{1}{2} \operatorname{dim} \mathbf{v}\left(V\left(E_{1}\right)\right)\right\rfloor+\left\lfloor\frac{1}{2} \operatorname{dim} \mathbf{v}\left(V\left(E_{1}\right)\right)\right\rfloor
$$

so we can merge $E_{1}$ and $E_{2}$ to get a partition for which the inequality 18.17 is tighter. Going on similarly, we get that it suffices to check 18.17) for the partition of the edge set into a single class. Then we need

$$
\operatorname{dim}(L)+\left\lfloor\frac{1}{2} \operatorname{dim} \mathbf{v}(E)\right\rfloor \geq \frac{n}{2}
$$

Since $\operatorname{dim} \mathbf{v}(E)=n-\operatorname{dim}(L)$, this holds unless $\operatorname{dim}(L)=0$ and $n$ is odd, so Tutte's condition is violated.
18.3.4. Matching and multilinear algebra. Let $(G, \mathbf{u})$ be a framework, where $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$. To every edge $e=i j$, we assign the antisymmetric tensor $A_{e}=\mathbf{u}_{i} \wedge \mathbf{u}_{j}$. (If you prefer a more elementary language, we can instead consider the skew symmetric $d \times d$ matrix $A_{e}=\mathbf{u}_{i} \mathbf{u}_{j}^{\top}-\mathbf{u}_{j} \mathbf{u}_{i}^{\top}$.) The sign of $A_{e}$ depends on the orientation of the edge $e$, and we fix an orientation for each edge (this will not play an important role).

By basic exterior algebra, it is clear that the edges $e_{1}, \ldots, e_{m}$ form a matching if and only if $A_{e_{1}} \wedge \cdots \wedge A_{e_{m}} \neq 0$. It would be nice to have a proof of Theorem 18.15 based on exterior algebra, but this seems to be elusive. However, the following theorem (see Lovász-Plummer 1986]) generalizes a characterization of graphs with perfect matchings Tutte 1947, and it does provide a useful tool for randomized matching algorithms.

Theorem 18.17. For every framework ( $G, \mathbf{u}$ ),

$$
\nu(G, \mathbf{u})=\frac{1}{2} \max _{x_{e} \in \mathbb{R}} \operatorname{rk}\left(\sum_{e \in E} x_{e} A_{e}\right)
$$

Proof. First, we prove the $\leq$ direction. Let $k=\nu(G, \mathbf{u})$, and let $M$ be a maximum matching. The assertion is independent of the basis in $\mathbb{R}^{d}$, so we may assume that the endpoints of the edges in $M$ are labeled by $\mathbf{e}_{1}, \ldots, \mathbf{e}_{2 k}$. Choosing $x=\mathbb{1}_{V(M)}$, the matrix $\sum_{e} x_{e} A_{e}$ will consist of $2 k 1$ 's in different rows and columns and zeros everywhere else, so its rank will be $2 k$.

Second, let $2 r$ be the rank of the matrix $A=\sum_{e} x_{e} A_{e}$ for an arbitrary choice of the numbers $x_{i}$ (the rank of a skew symmetric matrix is always even). Then, by elementary multilinear algebra,

$$
\underbrace{A \wedge \cdots \wedge A}_{r} \neq 0
$$

Expanding this exterior product, there must be a nonzero term, i.e., there must be edges $e_{1}, \ldots, e_{r}$ such that $A_{e_{1}} \wedge \cdots \wedge A_{e_{r}} \neq 0$. Let $e_{k}=i_{k} j_{k}$, then

$$
A_{e_{1}} \wedge \cdots \wedge A_{e_{r}}=\mathbf{u}_{i_{1}} \wedge \mathbf{u}_{j_{1}} \wedge \cdots \wedge \mathbf{u}_{i_{r}} \wedge \mathbf{u}_{j_{r}}
$$

and if this is nonzero, then $\mathbf{u}_{i_{1}}, \mathbf{u}_{j_{1}}, \ldots, \mathbf{u}_{i_{r}}, \mathbf{u}_{j_{r}}$ are linearly independent, and so $\left\{e_{1}, \ldots, e_{r}\right\}$ is a matching. This proves that $\nu(G, \mathbf{u}) \geq r$.

Theorem 18.17 is of the form $\max =\max$, and so it does not provide a good characterization of the matching number. But the maximum on the right side is clearly attained for algebraically independent values of the $x_{i}$, and so the maximum is attained for almost all random choices, say from the uniform distribution in $[0,1]$. By the Schwartz-Zippel Lemma 3.12 , the maximum is attained with high probability if the coefficients $x_{i}$ are chosen randomly from (say) $\left\{0,1, \ldots, n^{2}\right\}$. So the theorem provides an efficient randomized algorithm for computing $\nu(G, \mathbf{u})$.

Example 18.18 (Gyrators). A gyrator $g$ is an ideal device in an electrical network: it has a real parameter $R_{g}$ (its resistance), and it forces the currents and voltage differences of two given directed edges $i j$ and $k l$ as

$$
\begin{equation*}
U_{i j}=R_{g} I_{k l} \quad U_{k l}=-R_{g} I_{i j} \tag{18.18}
\end{equation*}
$$

Note that $R_{g}$ depends on the order as well as on the orientation of the two edges: if we reverse $i j$, then $R_{g}$ changes sign, and so it does when the edges $i j$ and $k l$ are
interchanged. We denote this gyrator by $g(i j, k l)$ if the participating edges need emphasis.

Perhaps it helps understand this if we compare it with an (ideal) transformer, which also establishes a relationship between two edges $i j$ and $k l$ :

$$
U_{i j}=a U_{k l} \quad I_{k l}=a I_{i j} .
$$

The behavior of a gyrator is more complicated, mostly because of the negative sign in the second equation.

Consider an electrical network composed of (ohmic) resistances, voltage and current sources, and gyrators. Determining the currents and voltages on the edges means the solution of a system of linear equations in the variables $U_{i j}$ and $I_{i j}$. This system may be overdetermined or underdetermined, depending on the graph and on the numerical values of the resistances.

But let us assume that the parameters (resistances) of these devices are algebraically independent: the network is "generic". (This is not such an unreasonable assumption: in the case of real physical devices, their resistances are only approximately specified by the production process, and so no two will be exactly the same, and more generally, no exact algebraic relation will hold between them.) In this case, the combinatorial information (the graph and the pairs of edges that are related by gyrators) determines whether the network is over- or underdetermined. The following theorem was proved by [Milić 1974]:

Theorem 18.19. Let $G$ be a network consisting of voltage and current sources, resistances, and gyrators. Suppose that the resistances and the parameters of the gyrators are algebraically independent over the rationals. Then there is a unique assignment of currents and voltage differences to the edges if and only if $G$ has a spanning tree which contains all voltage sources, no current source, and either both or none of the edges of each gyrator.

Proof. We work with the electric potential function $p: V \rightarrow \mathbb{R}$. For the sake of simplicity, suppose that the network contains only gyrators. Then setting all currents and voltages to zero, we get a solution; we want to know whether this is unique. The voltage of an edge $i j$ can be expressed as $U_{i j}=p_{j}-p_{i}$, and the currents are determined by

$$
\begin{equation*}
I_{i j}=-\frac{1}{R_{g}}\left(p_{l}-p_{k}\right), \quad I_{k l}=\frac{1}{R_{g}}\left(p_{j}-p_{i}\right) \tag{18.19}
\end{equation*}
$$

for the two edges $i j$ and $k l$ forming a gyrator $g$. The only condition that is left is Kirchhoff's Current Law:

$$
\begin{equation*}
\sum_{j \in N(i)} I_{i j}=0 \tag{18.20}
\end{equation*}
$$

So we have $n$ equations in $n$ unknowns $p_{i}$. These equations are not independent, since their sum is trivially zero; but this is fine, since we need only the potential differences $p_{j}-p_{i}$. For the equations to determine the differences $p_{j}-p_{i}$ uniquely, the rank of the system of these equations must be $n-1$.

Substituting the expressions $\sqrt{18.19}$ in 18.20 , we get after some transformations

$$
\left(\sum_{g=g(i j, k l)} \frac{1}{R_{g}}\left(\left(\mathbf{e}_{i}-\mathbf{e}_{j}\right) \wedge\left(\mathbf{e}_{k}-\mathbf{e}_{l}\right)\right)\right) p=0
$$

where the summation extends over all gyrators. By Theorem 18.17, the rank of the matrix of this system is twice the matching number of the framework $(H, \mathbf{v})$ on node set $E$, in which two edges are adjacent if and only if they form a gyrator, and an edge $e=i j$ (as a node of $H$ ) is labeled with the vector $\mathbf{v}_{i j}=\mathbf{e}_{j}-\mathbf{e}_{i}$. It is easy to check that $(n-1) / 2$ edges of $H$ form a matching in $(H, \mathbf{v})$ if and only if the $n-1$ edges of $G$ corresponding to them form a spanning tree in $G$.

So the gyrator problem can be reduced to the matching problem of frameworks. Theorem 18.15 gives a good characterization ( $\mathrm{NP} \cap \mathrm{co}-\mathrm{NP}$ ).

Exercise 18.1. Let $G$ be a cover-critical graph with a node $u$ of degree two, different from the triangle. Prove that the neighbors of $u$ ar nonadjacent, and have no neighbor in common other than $u$.

Exercise 18.2. Prove that the nodes of a cover-critical graph can be covered by node-disjoint edges and odd cycles of the graph.

Exercise 18.3. Let ( $G, \mathbf{v}$ ) be a cover-critical framework. Prove that for every node there is an optimal node-cover that contains it and also one that avoids it.

Exercise 18.4. A fractional cover of a graph $G$ is a map $\omega: V \rightarrow \mathbb{R}_{+}$such that $\omega(i)+\omega(j) \geq 1$ for every edge $i j$. Let $\tau^{*}(G)=\min \sum_{i} \omega(i)$, where the minimum ranges over all fractional covers of $G$. Prove that $\tau^{*}(G)=\tau_{2}(G) / 2$.

Exercise 18.5. Let $V$ be a finite set and let $f: 2^{V} \rightarrow \mathbb{R}$ be a setfunction. Extend $f$ to a function $\widehat{f}: \mathbb{R}_{+}^{V} \rightarrow \mathbb{R}$ by $\widehat{f}(\mathbf{w})=\sum_{i=1}^{t} \alpha_{i} f\left(S_{i}\right)$, where the $\alpha_{i}$ and $S_{i}$ are defined as in 18.3. Prove that $\widehat{f}$ is convex if and only of $f$ is submodular.

Exercise 18.6. Prove that for any framework, $\tau_{2 k}(G, \mathbf{v})=k \tau_{2}(G, \mathbf{v})$ and $\tau_{2 k+1}(G, \mathbf{v})=k \tau_{2}(G, \mathbf{v})+\tau_{1}(G, \mathbf{v})$.

Exercise 18.7. For every representation $\mathbf{v}$ of $G$, the setfunction $\operatorname{rk}\left(\mathcal{L}_{X}\right)$ is submodular.

Exercise 18.8. Let $i$ be a node of a framework ( $G, \mathbf{v}$ ). Let us delete all edges incident with $i$, create a new node $j$, connect it to $i$, and represent it by a vector $\mathbf{v}_{j}$ that is in general position in the space $\operatorname{lin}\left(\mathbf{v}(N(i))\right.$. Let $G^{\prime}$ be the graph obtained. Prove that $\tau(G, \mathbf{v})=\tau\left(G^{\prime}, \mathbf{v}\right)$, and if $(G, \mathbf{v})$ is cover-critical, then so is $\left(G^{\prime}, \mathbf{v}\right)$.

Exercise 18.9. For a framework $(G, \mathbf{v})$, split every node $i$ into $\operatorname{deg}(i)$ nodes of degree 1 , and represent each of these by the vector $\mathbf{v}_{i}$. Let $\left(G^{\prime}, \mathbf{v}^{\prime}\right)$ be the framework obtained. Prove that $\tau(G, \mathbf{v})=\tau\left(G^{\prime}, \mathbf{v}\right)$, and $(G, \mathbf{v})$ is cover-critical if and only if $\left(G^{\prime}, \mathbf{v}^{\prime}\right)$ is cover-critical.

Exercise 18.10. Prove that if a family of lines in projective $d$-space contains no three independent lines, then it is one of the configurations in Figure 18.5.

Exercise 18.11. Let $G$ be a simple graph and $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$, a full-dimensional vector labeling. We say that $\mathbf{u}$ is independence preserving, if every independent (stable) set of nodes is labeled by linearly independent vectors. Prove that $\mathbf{u}$ is independence preserving if and only if its Gale dual $\mathbf{v}: V \rightarrow \mathbb{R}^{n-d}$ satisfies $\tau(G, \mathbf{v})=\tau(G)$.

Exercise 18.12. Let $B$ be a skew symmetric matrix of dimension $p=2 n$. For each partition $P=\left\{\left\{i_{1}, j_{1}\right\}, \ldots,\left\{i_{n}, j_{n}\right\}\right\}$ of the set $\{1, \ldots, 2 n\}$ into pairs, let $\pi_{P}$ denote the permutation $2 k-1 \mapsto i_{k}, 2 k \mapsto j_{k}$ of $\{1, \ldots, 2 n\}$, and let $b_{P}=$ $\operatorname{sgn}\left(\pi_{P}\right) b_{i_{1} j_{1}} \cdots b_{i_{n} j_{n}}$ (where sgn denotes the sign of the permutation). Define the Pfaffian of $B$ by Pfaff $B=\sum_{P} b_{P}$.
(a) Prove that $b_{P}$ depends neither on the order in which the classes of the partition are listed nor on the order of the two elements of a class. (So Pfaff $B$ is well defined.)
(b) Prove that det $B=(\text { Pfaff } B)^{2}$.
(c) Let $B$ be obtained from the adjacency matrix of $G$ by replacing each pair of 1 's corresponding to the same edge by $x_{e}$ and $-x_{e}$, where the numbers $x_{e}$ are algebraically independent transcendentals. Prove that $G$ has a perfect matching if and only if $\operatorname{det}(B) \neq 0$.

## CHAPTER 19

## Combinatorics of Subspaces

In this chapter we have a look at several results from previous chapters, from a more general point of view. In fact, we do so in two stages.

First, we discuss some results about combinatorial properties of subspaces, which generalize results concerning stresses and rigidity, covering and matching in frameworks, and more. Collections of subspaces (points, lines, planes) in Euclidean, affine, or projective spaces have many interesting and important combinatorial properties, which are treated in detail in books about combinatorial geometry, and could themselves fill one or more monographs. There are deep studies of the numbers of cells of different dimensions they form, and of the topological and algebraic geometric properties of their union or its complement, just to name a few. Some of their properties are generalizing graph-theoretic results treated in this book, and we restrict our attention to results of this nature.

The second level of more abstract and more general results uses matroid theory. This theory has been the topic of several monographs, and it is difficult to fit it in a book whose aim is to establish more direct connections between graph theory and geometry. On the other hand, matroid theory provides deeper insight into several of the results presented in this book. In the last section of this chapter, a minimalist introduction to matroids is followed by a survey of how some of the key constructions and key results can be put in the framework of matroid theory.

### 19.1. Covering of hypergraphs and subspaces

Several questions about covering the edges of graphs extend to covering the edges of hypergraphs, and even to covering the members of a family of subspaces. Bollobás 1965 proved the following generalization of Theorem 18.2 (b):

Theorem 19.1. Let $A_{1}, \ldots, A_{n}$ be p-element sets and $B_{1}, \ldots, B_{n}$, q-element sets. Suppose that $A_{i} \cap B_{i}=0$ for all $i$, but $A_{i} \cap B_{j} \neq 0$ for $i \neq j$. Then $n \leq\binom{ p+q}{p}$.

To obtain Theorem 18.2 , we take $p=2$ and $q=\tau(G)-1$, let the sets $A_{i}$ be the edges of $G$, and let $B_{i}$ be a minimal node-cover of $G \backslash\left\{A_{i}\right\}$. Recall that we proved and used a generalization (Theorem $18.8(\mathrm{~b})$ ), where $B_{i}$ was a subspace of dimension $\tau(G, \mathbf{u})-1$ covering all edges of the framework $(G, \mathbf{u}) \backslash\left\{A_{i}\right\}$. An analogous generalization of Theorem 19.1 can also be proved (see Exercise 19.5). One can even replace both families of subsets by families of subspaces Lovász 1979a:

Theorem 19.2. Let $A_{1}, \ldots, A_{n}$ be p-dimensional subspaces and $B_{1}, \ldots, B_{n}, q$ dimensional subspaces of $\mathbb{R}^{d}$. Suppose that $A_{i} \cap B_{i}=0$ for all $i$, but $A_{i} \cap B_{j} \neq 0$ for $i \neq j$. Then $n \leq\binom{ p+q}{p}$.

Proof. We may assume that $d=p+q$. Indeed, trivially $d \geq p+q$. If $d>p+q$, then the orthogonal projections $A_{i}^{\prime}$ and $B_{i}^{\prime}$ of $A_{i}$ and $B_{i}$ onto a generic $(p+q)$ dimensional space satisfy the same conditions as the original subspaces $A_{i}$ and $B_{i}$, so it suffices to prove the lemma for these projected subspaces of a $(p+q)$ dimensional space.

For a subspace $A \subseteq \mathbb{R}^{d}$, choose a basis $\mathbf{a}_{1}, \ldots, \mathbf{a}_{r}$ and define the antisymmetric $r$-form $\Psi_{A}=\mathbf{a}_{1} \wedge \cdots \wedge \mathbf{a}_{r}$. This form depends on the choice of the basis, but only up to a nonzero scalar factor. The important property for us will be that $\Psi_{A} \wedge \Psi_{B}=0$ if and only if the subspaces $A$ and $B$ have a nonzero intersection. In particular, $\Psi_{A_{i}} \wedge \Psi_{B_{i}} \neq 0$, but $\Psi_{A_{i}} \wedge \Psi_{B_{j}}=0$ for $i \neq j$.

We claim that the tensors $\Psi_{A_{1}}, \ldots, \Psi_{A_{n}}$ are linearly independent. Suppose (by way of contradiction) that there is a linear dependence $\sum_{i} \alpha_{i} \Psi_{A_{i}}=0$, and let $j$ be any subscript with $\alpha_{j} \neq 0$. Then

$$
0=\left(\sum_{i} \alpha_{i} \Psi_{A_{i}}\right) \wedge \Psi_{B_{j}}=\sum_{i} \alpha_{i}\left(\Psi_{A_{i}} \wedge \Psi_{B_{j}}\right)=\alpha_{j}\left(\Psi_{A_{j}} \wedge \Psi_{B_{j}}\right) \neq 0
$$

a contradiction.
It follows that $n$ is not larger than the dimension of the space of antisymmetric $p$-tensors in a $(p+q)$-dimensional space, which is $\binom{p+q}{p}$.

Remark 19.3. The proof shows that the condition that $A_{i} \cap B_{j} \neq 0$ for $i \neq j$ could be weakened: it would suffice to assume that $A_{i} \cap B_{j} \neq 0$ for $i<j$. Theorem 19.1 can be proved by a similar linear algebra argument, replacing exterior product of vectors by their symmetric product, or (essentially equivalently) by the product of variables.

These theorems can be applied to bound the size of critical families of sets. A hypergraph is a finite family of finite sets. The node-cover number $\tau(\mathcal{H})$ of a hypergraph $\mathcal{H}$ is the minimum cardinality of a set meeting every member of $\mathcal{H}$. The hypergraph is called cover-critical, if $\tau\left(\mathcal{H}^{\prime}\right)<\tau(\mathcal{H})$ for every $\mathcal{H}^{\prime} \subset \mathcal{H}$.

For a family $\mathcal{F}$ of subspaces, we define its linear covering number $\tau_{\operatorname{lin}}(\mathcal{F})$ as the minimum dimension of a linear subspace intersecting every subspace in $\mathcal{F}$ in a nonzero subspace. The family $\mathcal{F}$ is called cover-critical, if $\tau_{\operatorname{lin}}\left(\mathcal{F}^{\prime}\right)<\tau_{\text {lin }}(\mathcal{F})$ for every $\mathcal{F}^{\prime} \subset \mathcal{F}$. The first assertion of the next theorem was proved in Bollobás 1965; the second, in Lovász 1977.

## Theorem 19.4.

(a) If $\mathcal{H}$ is a cover-critical family of $k$-sets, then $|\mathcal{H}| \leq\binom{\tau(\mathcal{H})+k-1}{k}$.
(b) If $\mathcal{F}$ is a cover-critical family of $k$-dimensional subspaces, then $|\mathcal{F}| \leq$ $\left(\underset{k}{\tau_{\operatorname{lin}}(\mathcal{F})+k-1}\right)$.

Proof. We prove the second assertion; the proof of the first one is similar. Let $\mathcal{F}=\left\{A_{1}, \ldots, A_{n}\right\}$. For each $1 \leq i \leq n$, the family $\mathcal{F} \backslash\left\{A_{i}\right\}$ can be covered by a subspace $B_{i}$ of dimension $l-1$. This means that $A_{j} \cap B_{i} \neq 0$ for $j \neq i$. On the other hand, $B_{i}$ cannot cover $\mathcal{F}$, and hence $A_{i} \cap B_{i}=0$. By Lemma 19.2, it follows that $n \leq\binom{ l+k-1}{k}$.

### 19.2. Transcendence degree and transcendence rank

Notions like "general position" and "generic" have played an important role in several chapters of this book. In this section we put these notions in a more general
context, leading to a couple of combinatorial results in the next section that, as we shall see, generalize several previously presented results.

We fix a real closed field $\mathbb{K} \subset \mathbb{R}$ (that is, the square root of every positive number in $\mathbb{K}$ is in $\mathbb{K}$, and every polynomial of odd degree with coefficients in $\mathbb{K}$ has a root in $\mathbb{K}$ ). Most of the time, you could think of this as the field of real algebraic numbers without losing any of the essential ideas (many of the arguments would even work over the rational field), but for a few arguments we need this generality. It is well known that every real number that is algebraic over $\mathbb{K}$ belongs to $\mathbb{K}$. We need, in addition, that $\mathbb{K}$ is not too large: we assume that $\mathbb{R}$ has infinite transcendence degree over $\mathbb{K}$ (so that we can find arbitrarily many real numbers that are transcendental over $\mathbb{K})$. For a set $A$ of real numbers, we denote by $\mathbb{K}(A)$ the real closed field generated by $\mathbb{K}$ and the elements of $A$. For a finite set $A$ of vectors and/or matrices, we define $\mathbb{K}(A)=K(\widehat{A})$, where $\widehat{A}$ is the set of all entries of all elements in $A$.

Let $L$ be a linear subspace of $\mathbb{R}^{d}$. It is clear that if $L \neq 0$, then $\mathbb{K}(L)=\mathbb{R}$ is uninteresting. To measure how "transcendent" $L$ is, we consider "simple" vectors generating $L$. Let $k=\operatorname{dim}(L)$. There is at least one $k$-tuple of coordinates such that the projection of $L$ onto these coordinates is $k$-dimensional; let us call such a $k$-tuple of coordinates basic. Unless said otherwise, we fix a basic $k$-tuple, and (for notational convenience) reorder the coordinates so that this basic $k$-tuple consists of the first $k$ coordinates. Let $\mathbb{R}^{d, k}$ denote the linear space of all vectors in $\mathbb{R}^{d}$ supported on the first $k$ coordinates. The spaces $\mathbb{R}^{d, k}$ and $\mathbb{R}^{k}$ are isomorphic in a trivial way: the map $\Pi_{k}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{k}$ deleting the last $d-k$ coordinates provides this isomorphism; but it will be useful to distinguish them.

There is a unique basis in $L$ whose projection onto the first $k$ coordinates is the standard basis in $\mathbb{R}^{k}$; we call this the standard basis in $L$ (with respect to the basic set $\{1, \ldots, k\}$ ). The matrix whose columns are the vectors in the standard basis can be written as $\binom{I_{k}}{X}$, where $X \in \mathbb{R}^{(d-k) \times k}$. Any other basis of $L$ can be obtained as the columns of a $d \times k$ matrix $\binom{B}{X B}$ with some nonsingular $k \times k$ matrix $B$. We'll abuse terminology and say that a $d \times k$ matrix $A$ is a basis of $L$ if its columns form a basis of $L$.

We say that the subspace is algebraic over $\mathbb{K}$, if it has a basis consisting of vectors with all entries in $\mathbb{K}$. We are going to omit "over $\mathbb{K}$ " if no confusion can arise.

Lemma 19.5. For every linear subspace $L \subseteq \mathbb{R}^{d}$, there is a unique smallest real closed field over which it is algebraic. This field is generated (as a real closed field) by the entries of any standard basis.

Proof. Let $\binom{I_{k}}{X}$ be a standard basis of $L$. Consider any other basis $A=\binom{B}{X B}$. Here $B$ is a submatrix of $A$, and so the entries of $B^{-1}$ belong to the field $\mathbb{K}(A)$. Hence

$$
\mathbb{K}(A) \supseteq \mathbb{K}\left(B^{-1} A\right)=\mathbb{K}\binom{I_{k}}{X}=\mathbb{K}(X)
$$

This shows that $\mathbb{K}(X)$ is the smallest field generated by any basis of $L$.
We denote the field in the lemma by $\mathbb{K}_{L}$. The proof above shows that $L$ is algebraic over a field $\mathbb{K}$ if and only if the standard basis (with respect to one, or all, basic $k$-tuples of coordinates) has all of its entries in $\mathbb{K}$. Another consequence
of Lemma 19.5 is that

$$
\begin{equation*}
\mathbb{K}_{L^{\perp}}=\mathbb{K}_{L} \tag{19.1}
\end{equation*}
$$

since the space $L^{\perp}$ has a standard basis $\binom{-X^{\top}}{I_{d-k}}$, and so $\mathbb{K}_{L^{\perp}}=\mathbb{K}\left(-X^{\top}\right)=\mathbb{K}(X)=$ $\mathbb{K}_{L}$.

For a field $\mathbb{K}$ and a set of real numbers $X$, we define the transcendence degree $\operatorname{deg}_{\operatorname{tr}}(X \mid \mathbb{K})$ of $X$ over $\mathbb{K}$ as the maximum number of elements of $X$ that are algebraically independent over $\mathbb{K}$. In the case of the field denoted by $\mathbb{K}$, we often use the simplified notation $\operatorname{deg}_{\text {tr }}(X)$, where "over $\mathbb{K}$ " is understood. For a linear subspace $L \subseteq \mathbb{R}^{d}$, we define its transcendence rank as the transcendence degree of $\mathbb{K}_{L}$ over $\mathbb{K}$ :

$$
\begin{equation*}
\theta(L)=\theta(L \mid \mathbb{K})=\operatorname{deg}_{\mathrm{tr}}\left(\mathbb{K}_{L}\right)=\min \left\{\operatorname{deg}_{\mathrm{tr}}(A \mid \mathbb{K}): A \text { is a basis of } L\right\} \tag{19.2}
\end{equation*}
$$

We need some simple properties of the transcendence rank. From the proof of Lemma 19.5 we see that for any $k$-dimensional subspace $L \subseteq \mathbb{R}^{d}$, we have

$$
\begin{equation*}
\theta(L) \leq k(d-k) \tag{19.3}
\end{equation*}
$$

Equation 19.1 implies that

$$
\begin{equation*}
\theta\left(L^{\perp}\right)=\theta(L) \tag{19.4}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
\theta\left(L_{1}+L_{2}\right) \leq \theta\left(L_{1}\right)+\theta\left(L_{2}\right) \tag{19.5}
\end{equation*}
$$

We have noted that "bad" bases of a subspace $L$ can have arbitrary transcendental entries. But no basis can be "too transcendental".

Lemma 19.6. For every $k$-dimensional subspace $L \subseteq \mathbb{R}^{d}$, we have

$$
\max \left\{\operatorname{deg}_{\operatorname{tr}}(A): A \text { is a basis of } L\right\}=\theta(L)+k^{2}
$$

Proof. Let $\binom{I_{k}}{X}$ be a standard basis of $L$, then $\operatorname{deg}_{\text {tr }}(X)=\theta(L)$. Let $\binom{B}{X B}$ be any other basis, where $B$ is a nonsingular $k \times k$ real matrix. Since the entries of $\binom{B}{X}$ can be computed from the entries of $\binom{B}{X}$ algebraically, and vice versa, we have

$$
\operatorname{deg}_{\operatorname{tr}}\binom{B}{X B}=\operatorname{deg}_{\operatorname{tr}}\binom{B}{X}=\operatorname{deg}_{\operatorname{tr}}(X)+\operatorname{deg}_{\operatorname{tr}}(B \mid \mathbb{K}(X))=\theta(L)+\operatorname{deg}_{\operatorname{tr}}(B \mid \mathbb{K}(X))
$$

The last term is maximized when all entries of $B$ are algebraically independent over $\mathbb{K}(X)$.
19.2.1. Transcendental subspaces. A subspace is "generic", if it does not satisfy any special condition it does not absolutely have to... This is not a definition. One way of making it precise is the following.

We say that a set of vectors in $\mathbb{R}^{d}$ is fully transcendental (over $\mathbb{K}$ ) if all their entries are algebraically independent over $\mathbb{K}$. It is easy to see that a fully transcendental set of $k$ vectors is linearly independent as long as $k \leq d$.

A $k$-dimensional subspace $L \subseteq \mathbb{R}^{d}$ is transcendental (over $\mathbb{K}$ ), if it has a fully transcendental basis. By Lemma 19.6, this is equivalent to saying that

$$
\begin{equation*}
\theta(L)=k(d-k) \tag{19.6}
\end{equation*}
$$

By (19.4), this implies that a subspace $L \subseteq \mathbb{R}^{d}$ is transcendental if and only if $L^{\perp}$ is.

Applying a nonsingular linear transformation with entries in $\mathbb{K}$, every algebraic subspace is mapped onto an algebraic subspace, and every transcendental subspace is mapped onto a transcendental subspace. If $\mathbb{K} \subseteq \mathbb{K}^{\prime} \subseteq \mathbb{R}$ are fields, then any subspace algebraic over $\mathbb{K}$ is algebraic over $\mathbb{K}^{\prime}$, and any subspace transcendental over $\mathbb{K}^{\prime}$ is transcendental over $\mathbb{K}$. If $J$ is a transcendental subspace of $\mathbb{R}^{d}$, then any $k=\operatorname{dim}(J)$ coordinates are basic, since the projection of a fully transcendental basis of $J$ to $\mathbb{R}^{k}$ is a fully transcendental basis of $\mathbb{R}^{k}$.

Let $L \subseteq \mathbb{R}^{d}$ by any subspace of dimension $k$. We say that a subspace of $L$ is transcendental within $L$, if it is the intersection of $L$ with a subspace that is transcendental over $\mathbb{K}_{L}$. Note that 0 and $L$ are both transcendental subspaces of $L$.

In the special case when $L=R^{d}$, to be transcendental within $L$ is equivalent to being a transcendental subspace of $\mathbb{R}^{d}$. More generally, we can state the following fact, which is absolutely natural, but it takes some work to prove it (Exercise 19.2).
Lemma 19.7. A subspace $J \subseteq \mathbb{R}^{d, k}$ is transcendental within $\mathbb{R}^{d, k}$ if and only if its projection $\Pi_{k} J$ is a transcendental subspace of $\mathbb{R}^{k}$.

If $L$ is any algebraic subspace of dimension $k$, then we can apply a linear transformation with entries in $\mathbb{K}$ that maps $L$ onto $\mathbb{R}^{d, k}$, and this preserves transcendentality of subspaces of $L$. Sometimes we will need this linear transformation to be orthogonal. For this, we need to compute an orthonormal basis $B$ in $L$, to be mapped onto the standard basis of $\mathbb{R}^{d, k}$; in general, this basis cannot be expressed rationally by the entries of a standard basis of $L$, but the entries of $B$ are in $\mathbb{K}$ nevertheless (here we use that $\mathbb{K}$ is real closed). We will refer to this procedure as "normalization".

Using normalization, we can extend several simple previous observations about transcendental subspaces to subspaces that are transcendental within a subspace. For example, we have

$$
\begin{equation*}
\theta_{\mathbb{K}_{J}}(H) \leq \operatorname{dim}(H)(\operatorname{dim}(J)-\operatorname{dim}(H)) \tag{19.7}
\end{equation*}
$$

for any two subspaces $H \subseteq J$, with equality if and only if $H$ is transcendental within $J$. As another consequence, we have seen that the orthogonal complement of a transcendental subspace of $\mathbb{R}^{d}$ is transcendental. This can be extended to transcendental subspaces of any subspace: If $H$ is transcendental within $J$, then so is $J \cap H^{\perp}$.

Lemma 19.8. Let $H \subseteq J$ be subspaces of $\mathbb{R}^{d}$ with $\operatorname{dim}(H)=q$ and $\operatorname{dim}(J)=r$. Then

$$
\theta(J)-(r-q)(d-r) \leq \theta(H) \leq \theta(J)+(r-q) q
$$

If equality holds in the first inequality, then $J \cap H^{\perp}$ is transcendental within $H^{\perp}$. If equality holds in the second, then $H$ is transcendental within $J$.

Proof. Since $H$ and $J \cap H^{\perp}$ generate $J$, we have

$$
\theta(J) \leq \theta(H)+\theta_{\mathbb{K}_{H}}\left(J \cap H^{\perp}\right)
$$

Here by 19.1 and 19.7),

$$
\begin{equation*}
\theta_{\mathbb{K}_{H}}\left(J \cap H^{\perp}\right) \leq \operatorname{dim}\left(J \cap H^{\perp}\right)\left(\operatorname{dim}\left(H^{\perp}\right)-\operatorname{dim}\left(J \cap H^{\perp}\right)\right)=(k-r)(d-k) \tag{19.8}
\end{equation*}
$$

This proves the first inequality. If equality holds, then we have equality in 19.8), which means that $J \cap H^{\perp}$ is transcendental within $H^{\perp}$.

The second inequality follows from the first by replacing $H$ and $J$ by $J^{\perp}$ and $H^{\perp}$, using the relations $\theta\left(J^{\perp}\right)=\theta(J)$ and $\theta\left(H^{\perp}\right)=\theta(H)$. In the case of equality we know that $H^{\perp} \cap J$ is transcendental within $J$. Then so is its orthogonal complement within $J$, which is just $H$.
19.2.2. The intersection of algebraic and transcendental subspaces. The following lemma summarizes a number of useful relations between an algebraic subspace and a transcendental subspace.

Lemma 19.9. Let $L$ be a algebraic subspace and $J$, a transcendental subspace of $\mathbb{R}^{d}$. Let $k=\operatorname{dim}(L)$ and $r=\operatorname{dim}(J)$. Then
(a) either $L+J=\mathbb{R}^{d}$ or $L \cap J=\emptyset$;
(b) if $L+J \neq \mathbb{R}^{d}$, then $\theta(L+J)=r(d-k-r)$;
(c) if $L \cap J \neq 0$, then $\theta(L \cap J)=(k+r-d)(d-r)$;
(d) $J$ is transcendental within $L+J$, and $L \cap J$ is transcendental within $L$.

Proof. We may assume by normalization that $L=\mathbb{R}^{d, k}$.
(a) First, assume that $k+r=d$. Let $B$ be a fully transcendental basis of $J$. The submatrix of $B$ formed by the last $r$ rows is nonsingular, and hence no vector in $J$ is supported on the first $k=d-r$ rows. Thus $L \cap J=R^{d, k} \cap J=0$. This also implies that $L+J=\mathbb{R}^{d}$.

Next, if $k+r<d$, then we extend $L$ arbitrarily to a $(d-r)$-dimensional algebraic subspace $L^{\prime}$, and by the above, $L^{\prime} \cap J=0$ and so $L \cap J=0$. It follows by a similar argument that if $k+r>d$, then $L+J=\mathbb{R}^{d}$.
(b) We have $\operatorname{dim}(L+J)=k+r<d$ by (a). We may assume that the last $r$ coordinates are basic in $J$, so $J$ has a basis of the form $\binom{B}{I_{r}}$, where $B \in \mathbb{R}^{(d-r) \times r}$. Let $B^{\prime}$ be the $(d-r-k) \times r$ matrix obtained from $B$ by deleting its first $k$ rows. Then the columns of the matrix

$$
A=\left(\begin{array}{cc}
I_{k} & 0 \\
0 & B^{\prime} \\
0 & I_{r}
\end{array}\right)
$$

form a basis of $L+J$, showing that $\theta(L+J) \leq \operatorname{deg}_{\operatorname{tr}}(A)=\operatorname{deg}_{\operatorname{tr}}\left(B^{\prime}\right) \leq(d-k-r) r$. On the other hand, $J$ is transcendental in $\mathbb{R}^{d}$, so $\theta(J)=r(d-r)$, Lemma 19.8 implies that $\theta(L+J) \geq \theta(J)-k r=r(d-k-r)$.
(c) This follows by applying (b) to the algebraic subspace $L^{\perp}$ and transcendental subspace $J^{\perp}$.
(d) Both assertions follow from Lemma 19.8 , since the pairs $J \subseteq L+J$ and $L \cap J \subseteq L$ satisfy the inequality in the lemma with equality.

Here is a heuristic idea; the rest of this section will be devoted to make it precise. Let us choose a "generic" subspace $J$ and a subspace $H \subseteq J$. We expect that $J \cap H^{\perp}$ is a "generic" subspace in $H^{\perp}$. Otherwise, making a "generic" choice $U$ among the subspaces of $H^{\perp}$ of the same dimension as $J \cap H^{\perp}$, the subspace $H+U$ would be even "more generic" than $J$.

This conclusion is, however, false in general:
Example 19.10. Let $a, b$ and $c$ be algebraically independent over $\mathbb{K}$, and consider the 2-dimensional subspace $J \subseteq \mathbb{R}^{3}$ defined by the equation $a x+b y+c z=0$. Then
$J^{\perp}$ is generated by the fully transcendental vector $(a, b, c)$, and hence $J$ is a transcendental subspace of $\mathbb{R}^{3}$. Let $H$ be the 1-dimensional subspace generated by the vector $(1 / a, 1 / b,-2 / c)^{\top}$. Clearly $H \subset J$, and $\mathbb{K}_{H}=\mathbb{K}(a / c, b / c)=\mathbb{K}_{J}$. A vector spanning the subspace $J \cap H^{\perp}$ can be computed in $\mathbb{K}_{H}=\mathbb{K}_{J}$, and so it is not a transcendental subspace of $H^{\perp}$.

Lemma 19.8 gives a sufficient condition on $J$ and $H$ for the above conclusion to hold. A simple special case when this applies is if $H=J \cap L$ for some algebraic subspace $L$. More generally,

Lemma 19.11. Let $J$ be a transcendental subspace of $\mathbb{R}^{d}$, and let $H=\left(L_{1} \cap\right.$ $J) \oplus \cdots \oplus\left(L_{m} \cap J\right)$, where $L_{1}, \ldots, L_{m}$ are algebraic. Then $J \cap H^{\perp}$ is transcendental within $H^{\perp}$.

Note the " $\oplus$ " operation sign, which implies that the subspaces $L_{1} \cap J, \ldots, L_{m} \cap$ $J$ are linearly independent.

Proof. We may assume that the intersections $L_{i} \cap J$ are nonzero subspaces. Let $r=\operatorname{dim}(J)$ and $k_{i}=\operatorname{dim}\left(L_{i}\right)$, then $\operatorname{dim}\left(L_{i} \cap J\right)=k_{i}+r-d$ by Lemma 19.9(a), and so $\operatorname{dim}(H)=\sum_{i=1}^{m}\left(k_{i}+r-d\right)$. By Lemma 19.9 d), the subspace $L_{i} \cap J$ is transcendental within $L_{i}$, and hence $\theta\left(L_{i} \cap J\right)=\left(k_{i}+r-d\right)(d-r)$. Thus

$$
\begin{aligned}
\theta(H) & \leq \sum_{i=1}^{m} \theta\left(L_{i} \cap J\right)=\sum_{i=1}^{m}\left(k_{i}+r-d\right)(d-r)=\operatorname{dim}(H)(d-r) \\
& =\theta(J)-(r-\operatorname{dim}(H))(d-r)
\end{aligned}
$$

By Lemma 19.8, this implies that $J \cap H^{\perp}$ is transcendental within $H^{\perp}$.

### 19.3. Generic points

19.3.1. The rank of generic points. After these rather technical lemmas, we come to the first main result in this topic. We say that a point a is a generic point of a rational subspace $L$, if $\operatorname{lin}(\mathbf{a})$ is a transcendental subspace of $L$ over $\mathcal{K}$. The definition guarantees that a generic point of a rational subspace $L$ does not have any property expressible by algebraic relations (with coefficients in $\mathbb{K}$ ) between the entries of the point, unless all points of $L$ have this property. For example, if a is a generic point of a rational subspace $L$, and $\mathbf{a} \in J$ for another rational subspace $J$, then $L \subseteq J$.

Informally, if we introduce in some arguments below a "generic point" a, we mean that it is fully transcendental over the field generated by all coordinates of all vectors introduced in the argument previously (including appropriate bases of all the subspaces we considered).
Lemma 19.12 (Generic Point Lemma). Let $\mathcal{F}$ be a family of subspaces of $\mathbb{R}^{d}$. For every $A \in \mathcal{F}$, select a generic point $\mathbf{x}_{A} \in A$. Then

$$
\operatorname{rk}\left\{\mathbf{x}_{A}: A \in \mathcal{F}\right\}=\min _{\mathcal{G} \subseteq \mathcal{F}}(|\mathcal{F} \backslash \mathcal{G}|+\operatorname{rk}(\mathcal{G}))
$$

By the remark above, we should select the points $\mathbf{x}_{A}$ one by one so that they are generic taking into account the previously selected points. This property does not depend on the order in which these points are selected.

Proof. For every $\mathcal{G} \subseteq \mathcal{F}$, we have $\operatorname{rk}\left\{\mathbf{x}_{A}: A \in \mathcal{G}\right\} \leq|\mathcal{G}|$ and $\operatorname{rk}\left\{\mathbf{x}_{A}: A \in\right.$ $\mathcal{G}\} \leq \operatorname{rk}(\mathcal{G})$, whence

$$
\begin{align*}
\operatorname{rk}\left\{\mathbf{x}_{A}: A \in \mathcal{F}\right\} & \leq \operatorname{rk}\left\{\mathbf{x}_{A}: A \in \mathcal{F} \backslash \mathcal{G}\right\}+\operatorname{rk}\left\{\mathbf{x}_{A}: A \in \mathcal{G}\right\}  \tag{19.9}\\
& \leq|\mathcal{F} \backslash \mathcal{G}|+\operatorname{rk}(\mathcal{G}) .
\end{align*}
$$

(This inequality holds, in fact, for every choice of representatives $\mathbf{x}_{A} \in A$, not only for a generic choice.)

To prove that equality holds for a generic choice of the representatives and for a suitable $\mathcal{G}$, let us consider any subspace $A \in \mathcal{F}$, and its representative $\mathbf{x}_{A}$. If $\mathbf{x}_{A} \notin \operatorname{lin}\left\{\mathbf{x}_{B}: B \in \mathcal{F} \backslash\{A\}\right\}$, then we can delete $A$ from $\mathcal{F}$ and apply induction:

$$
\operatorname{rk}\left\{\mathbf{x}_{B}: B \in \mathcal{F}\right\}=1+\operatorname{rk}\left\{\mathbf{x}_{B}: B \in \mathcal{F} \backslash\{A\}\right\}=1+|\mathcal{F} \backslash\{A\} \backslash \mathcal{G}|+\operatorname{rk} \mathcal{G}
$$

for a suitable $\mathcal{G} \subseteq \mathcal{F} \backslash\{A\}$. This shows that this set $\mathcal{G}$ gives equality in 19.9 as well.

So we may assume that $\mathbf{x}_{A} \in \operatorname{lin}\left\{\mathbf{x}_{B}: B \in \mathcal{F} \backslash\{A\}\right\}$. Using the assumption that $\mathbf{x}_{A}$ is a generic point of $A$, it follows that $A \subseteq \operatorname{lin}\left\{\mathbf{x}_{B}: B \in \mathcal{F} \backslash\{A\}\right\}$, and so, even more, $A \subseteq \operatorname{lin}\left\{\mathbf{x}_{B}: B \in \mathcal{F}\right\}$. This holds for every subspace $A \in \mathcal{F}$, and hence $\cup \mathcal{F} \subseteq \operatorname{lin}\left\{\mathbf{x}_{B}: B \in \mathcal{F}\right\}$. Clearly equality must hold, whence

$$
\operatorname{rk}\left\{\mathbf{x}_{A}: A \in \mathcal{F}\right\}=\operatorname{rk}(\mathcal{F})
$$

showing that $\mathcal{G}=\mathcal{F}$ gives equality in (19.9).
The following version of the Generic Point Lemma does not involve generic points.

Corollary 19.13. Let $A_{1}, \ldots, A_{n}$ be finite subsets of a linear space $\mathbb{R}^{d}$. Then

$$
\max _{\mathbf{a}_{i} \in A_{i}} \operatorname{rk}\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}=\min _{S \subseteq[n]}\left(\operatorname{rk}\left(\bigcup_{i \in S} A_{i}\right)+n-|S|\right) .
$$

We could replace the expression on the left by

$$
\max \left\{|X|: X \subseteq \mathbb{R}^{d}, X \text { linearly independent, }\left|X \cap A_{i}\right| \leq 1\right\}
$$

Proof. The max $\leq \min$ direction is clear by the same simple argument as above. To prove the reverse inequality, let $L_{i}=\operatorname{lin}\left(A_{i}\right)$, and let $\mathbf{x}_{i}$ be a generic point in $L_{i}$. Then

$$
\operatorname{rk}\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right\}=\min _{S \subseteq[n]}\left(\operatorname{rk}\left(\bigcup_{i \in S} A_{i}\right)+n-|S|\right)
$$

by the Generic Point Lemma 19.12. We want to replace the points $\mathbf{x}_{i}$ by appropriate points $\mathbf{a}_{i} \in A_{i}$ so that the dimension of the set does not decrease. This can be done one-by-one: if $\mathbf{x}_{1}$ is linearly dependent on $\mathbf{x}_{2}, \ldots, \mathbf{x}_{n}$, then we can replace it by any element of $A_{1}$. If it is linearly independent from $\mathbf{x}_{2}, \ldots, \mathbf{x}_{n}$, then $L_{1} \nsubseteq$ $\operatorname{lin}\left\{\mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$, and hence $A_{1}$ has an element $\mathbf{a}_{1} \notin \operatorname{lin}\left\{\mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right\}$, and we can replace $\mathbf{x}_{1}$ by $\mathbf{a}_{1}$. Repeating this procedure for every $\mathbf{x}_{i}$, the corollary follows.

We can also formulate a probabilistic version of the theorem.

Corollary 19.14. Let $\mathcal{F}$ be a family of nonnull subspaces of $\mathbb{R}^{d}$. For every $A \in \mathcal{F}$, select a random point $\mathbf{x}_{A} \in A$ uniformly from the unit sphere in $A$. Then almost surely,

$$
\operatorname{rk}\left\{\mathbf{x}_{A}: A \in \mathcal{F}\right\}=\min _{\mathcal{G} \subseteq \mathcal{F}}(|\mathcal{F} \backslash \mathcal{G}|+\operatorname{rk\mathcal {G}})
$$

We could replace the uniform distribution on the sphere by any probability distribution on $A$ that is not concentrated on a finite number of hyperplanes in $A$.
19.3.2. Applications of generic points. As an application of the Generic Point Lemma, let us prove the Matroid Sum Theorem, at least in the linear case.

Theorem 19.15. Let us consider $k$ vector labelings $\mathbf{v}^{j}: V \rightarrow \mathbb{R}^{d_{j}}(j=1, \ldots, k)$ of the same set $V=\{1, \ldots, n\}$. Let $Y_{i} \subseteq V(i=1, \ldots, k)$ range over sets such that $\mathbf{v}^{i}\left(Y_{i}\right)$ is a linearly independent set of vectors. Then

$$
\max \left|Y_{1} \cup \cdots \cup Y_{k}\right|=\min _{X \subseteq V}|V \backslash X|+\sum_{i=1}^{k} \operatorname{rk}\left(\mathbf{v}^{i}(X)\right)
$$

Clearly we could restrict the sets $Y_{i}$ to be disjoint, or, going in the other direction, we could require that $Y_{i}$ is a basis for $\mathbf{v}^{i}$.

Proof. The max $\leq \min$ direction is easy to check. To prove the converse, consider the set of vectors

$$
A_{j}=\left\{\left(\begin{array}{c}
\mathbf{v}_{j}^{1}  \tag{19.10}\\
0 \\
\vdots \\
0
\end{array}\right),\left(\begin{array}{c}
0 \\
\mathbf{v}_{j}^{2} \\
\vdots \\
0
\end{array}\right),\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
\mathbf{v}_{j}^{k}
\end{array}\right)\right\} \quad(j=1, \ldots, k)
$$

in $\mathbb{R}^{d_{1}} \oplus \cdots \oplus \mathbb{R}^{d_{k}}$.
Let $Y_{1}, \ldots, Y_{k} \subseteq V$ be disjoint sets such that $\mathbf{v}^{i}\left(Y_{i}\right)$ is a linearly independent set. For each $j \in Y_{i}$, choose $\mathbf{a}_{j} \in A_{j}$ so that the $i$-th block of $\mathbf{a}_{j}$ is nonzero. For the indices in $V \backslash\left(Y_{1} \cup \cdots \cup Y_{k}\right)$, choose $\mathbf{a}_{j} \in A_{j}$ arbitrarily. Then the set $\mathbf{a}\left(Y_{1} \cup \cdots \cup Y_{k}\right)$ is linearly independent, and so

$$
\operatorname{rk}(\mathbf{a}(V)) \geq\left|Y_{1} \cup \cdots \cup Y_{k}\right|
$$

It is easy to reverse this argument, and show that for every choice of vectors $\mathbf{a}_{j} \in A_{j}$ we can find disjoint sets $Y_{i} \subseteq V$ such that $\mathbf{v}^{i}\left(Y_{i}\right)$ is linearly independent and

$$
\operatorname{rk}(\mathbf{a}(V))=\left|Y_{1} \cup \cdots \cup Y_{k}\right|
$$

So

$$
\begin{equation*}
\max _{\mathbf{a}} \operatorname{rk}(\mathbf{a}(V))=\max _{Y_{1}, \ldots, Y_{k}}\left|Y_{1} \cup \cdots \cup Y_{k}\right| \tag{19.11}
\end{equation*}
$$

To find the maximum on the left, we use Corollary 19.13, and get the theorem.
As a special case, we describe the answer to the following question: Given a finite set of vectors $S \subseteq \mathbb{R}^{d}$, when can we partition it into $k$ linearly independent subsets? A trivial necessary condition is that $|S| \leq d k$. This condition, when stipulated for every subset of $S$, is also sufficient.

Let $S=\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}\right\}$, and invoke Theorem 19.15 with $\mathbf{v}^{1}=\cdots=\mathbf{v}^{k}=$ $\mathbf{u}:[n] \rightarrow \mathbb{R}^{d}$. The set of vectors $S$ can be partitioned into $k$ linearly independent subsets if and only if the maximum on the left side of the min-max formula in

Theorem 19.15 is $n$; this means that the right side must be at least $n$ for every $X \subseteq S: k \operatorname{rk}(X)+|S \backslash X| \geq n$. Rearranging, we get the following corollary:

Corollary 19.16. A finite set $S \subseteq \mathbb{R}^{d}$ can be partitioned into $k$ linearly independent subsets if and only if

$$
k \operatorname{rk}(X) \geq|X|
$$

for every $X \subseteq S$.
From this Corollary, it is not hard to derive the theorems of Tutte and NashWilliams on covering a graph by forests and on disjoint spanning trees (Theorem 15.16 see Exercise 19.9.
19.3.3. Bipartite matching revisited. As an application of Theorem 19.15 , let us give a new proof of the Marriage Theorem for frameworks (Theorem 18.14), or, more precisely, in the following form (which is just the Matroid Intersection Theorem Edmonds 1970], for representable matroids; see Section 19.5.

Theorem 19.17. Let $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ and $\mathbf{v}: V \rightarrow \mathbb{R}^{e}$ be two vector labelings of the same finite set. Then

$$
\begin{aligned}
\max \{|X|: & X \subseteq V, \mathbf{u}(X) \text { and } \mathbf{v}(X) \text { linearly independent }\} \\
& =\min \{\operatorname{rk}(\mathbf{u}(Y))+\operatorname{rk}(\mathbf{v}(V \backslash Y)): Y \subseteq V\}
\end{aligned}
$$

To see the connection with the Marriage Theorem, first note that Theorem 19.17 is a special case of Theorem 18.14, when the bipartite framework consists of disjoint edges. Conversely, starting with an arbitrary bipartite framework, we can delete isolated nodes and split each node into nodes of degree 1 with the same vector label. This does not change the values of $\tau$ and $\nu$, and so it reduces the general case to the case when each node has degree 1.

Proof. With the notation of the theorem, we may assume that $\mathbf{u}(V)$ spans $\mathbb{R}^{d}$ and $\mathbf{v}(V)$ spans $\mathbb{R}^{e}$. For a set $X$ to be considered on the left side, $\mathbf{u}(X)$ must be linearly independent, so $X$ extends to a basis for $\mathbf{u}$, and similarly, $X$ extends to a basis $Z$ for $\mathbf{v}$. So the left side can be formulated as follows:

$$
\max \left\{|Y \cap Z|: \mathbf{u}(Y) \text { is a basis of } \mathbb{R}^{d}, \mathbf{v}(Z) \text { is a basis of } \mathbb{R}^{e}\right\} .
$$

Let $\mathbf{w}: V \rightarrow \mathbb{R}^{n-e}$ be a Gale dual of $\mathbf{v}$, then $Z$ is a basis of $\mathbf{v}$ if and only if $Z^{\prime}=V \backslash Z$ is a basis of $\mathbf{w}$. Since

$$
|Y \cap Z|=\left|Y \cup Z^{\prime}\right|-\left|Z^{\prime}\right|=\left|Y \cup Z^{\prime}\right|-(n-e),
$$

finding the maximum of $|Y \cap Z|$ is equivalent to finding the maximum of $\left|Y \cup Z^{\prime}\right|$, where $Y$ is a basis for $\mathbf{u}$ and $Z^{\prime}$ is a basis for $\mathbf{w}$. But this is answered by the special case $k=2$ of Theorem 19.15

$$
\begin{aligned}
\max \left|Y \cup Z^{\prime}\right| & =\min _{X \subseteq V}\{|V \backslash X|+\operatorname{rk}(\mathbf{u}(X))+\operatorname{rk}(\mathbf{w}(X))\} \\
& =\min _{X \subseteq V}\{n-|X|+\operatorname{rk}(\mathbf{u}(X))+\operatorname{rk}(\mathbf{v}(V \backslash X))+|X|-e\} .
\end{aligned}
$$

and so

$$
\max |Y \cap Z|=\max \left|Y \cup Z^{\prime}\right|-(n-e)=\min \operatorname{rk}(\mathbf{u}(X))+\operatorname{rk}(\mathbf{v}(V \backslash X))
$$

as claimed.

### 19.4. Generic hyperplanes

19.4.1. The rank of generic intersections. The following theorem was proved in Lovász 1977 (with a somewhat sketchy proof; see also Section 19.5 below for its matroid-theoretical predecessors).
Lemma 19.18 (Generic Hyperplane Lemma). Let $\mathcal{F}$ be a family of nonzero subspaces in $\mathbb{R}^{d}$, and let $H$ be a linear hyperplane that is transcendental over the field generated by the fields $\mathbb{K}_{L}(L \in \mathcal{F})$. Let $\mathcal{F}^{\prime}=\{H \cap A: A \in \mathcal{F}\}$. Then

$$
\operatorname{rk}\left(\mathcal{F}^{\prime}\right)=\min \left\{\operatorname{rk}\left(\mathcal{G}_{1}\right)+\cdots+\operatorname{rk}\left(\mathcal{G}_{k}\right)-k\right\},
$$

where $\left\{\mathcal{G}_{1}, \ldots, \mathcal{G}_{k}\right\}$ ranges over all partitions of the set $\mathcal{F}$.
Proof. Define $A^{\prime}=H \cap A$ for subspaces $A \subseteq \mathbb{R}^{d}$, and let $\mathcal{G}^{\prime}=\left\{A^{\prime}: A \in \mathcal{G}\right\}$ for $\mathcal{G} \subseteq \mathcal{F}$. Note that $\operatorname{lin}\left(\mathcal{G}^{\prime}\right) \subseteq \operatorname{lin}(\mathcal{G})^{\prime}$ (but equality does not always hold). Hence $\operatorname{rk}\left(\mathcal{G}^{\prime}\right) \leq \operatorname{rk}(\mathcal{G})-1$ if $\mathcal{G}^{\prime} \neq \emptyset$ (here we use already that $H$ is transcendental), and so for any partition $\left\{\mathcal{G}_{1}, \ldots, \mathcal{G}_{k}\right\}$ of $\mathcal{F}$,

$$
\operatorname{rk}\left(\mathcal{F}^{\prime}\right) \leq \sum_{i=1}^{k} \operatorname{rk}\left(\mathcal{G}_{i}^{\prime}\right) \leq \sum_{i=1}^{k}\left(\operatorname{rk}\left(\mathcal{G}_{i}\right)-1\right)
$$

We want to prove that equality holds here for a suitable partition of $\mathcal{F}$.
Let $Q=\operatorname{lin}\left(\mathcal{F}^{\prime}\right)$. Clearly $Q \subseteq H$. For every $A \in \mathcal{F}$, we have $\operatorname{dim}\left(A^{\prime}\right)=$ $\operatorname{dim}(A)-1$ (since $H$ is transcendental). Since $A^{\prime} \subseteq Q$ (by the definition of $Q$ ), but $A \nsubseteq Q($ as $A \nsubseteq H)$, this implies that $Q \cap A=A^{\prime}$. Hence $\operatorname{dim}(Q \cup A)=$ $\operatorname{dim}(Q)+\operatorname{dim}(A)-\operatorname{dim}\left(A^{\prime}\right)=\operatorname{dim}(Q)+1$.

Let $N_{1}, \ldots, N_{k}$ be all the different subspaces of the from $Q+A(A \in \mathcal{F})$. It follows from the above that $\operatorname{dim}\left(N_{i}\right)=\operatorname{dim}(Q)+1$ and $N_{i} \cap N_{j}=Q$ for $i \neq j$. Let $\mathcal{G}_{i}=\left\{A \in \mathcal{F}: Q+A=N_{i}\right\}$. Clearly $\mathcal{G}_{1}, \ldots, \mathcal{G}_{k}$ form a partition of $\mathcal{F}$. Set $M_{i}=\operatorname{lin}\left(\mathcal{G}_{i}\right)$ and $L_{i}=\operatorname{lin}\left(\mathcal{G}_{i}^{\prime}\right)$. So $L_{i} \subseteq M_{i}^{\prime} \subset M_{i} \subseteq N_{i}$ and $L_{1}+\cdots+L_{k}=Q$ (Figure 19.1).


Figure 19.1. Intersecting a family of subspaces $\left\{M_{1}, M_{2}, M_{3}\right\}$ by a generic hyperplane $H$ (the picture uses the representation in projective space). Here $k=3$, and each $\mathcal{G}_{i}$ consists of a single 2-dimensional subspace. If the (1-dimensional) subspaces $M_{1}^{\prime}, M_{2}^{\prime}$ and $M_{3}^{\prime}$ are linearly dependent, then projecting from $M_{1}^{\prime}$, the image of $H$ will go through the common image of $M_{2}^{\prime}$ and $M_{3}^{\prime}$, so $H$ cannot be generic.

The key step in the proof is the following claim.
Claim 1. The subspaces $M_{i}^{\prime}$ are linearly independent.

Suppose this is not the case, and let $M_{1}^{\prime}, \ldots, M_{r}^{\prime}$ be a minimal family of these subspaces that are not linearly independent, so there are nonzero vectors $\mathbf{x}_{i} \in M_{i}^{\prime}$ such that $\mathbf{x}_{1}+\cdots+\mathbf{x}_{r}=0$. Let $X=M_{1}^{\prime}+\cdots+M_{r-2}^{\prime}$, then $\mathbf{x}_{r-1} / X \neq 0$ (else, $M_{1}^{\prime} \ldots, M_{r-1}^{\prime}$ would be dependent), and $\mathbf{x}_{r-1} / X+\mathbf{x}_{r} / X=0$. Hence $M_{r-1} / X \cap$ $M_{r} / X \neq 0$.

On the other hand, $\left(M_{r-1}+X\right) \cap\left(M_{r}+X\right) \subseteq N_{r-1} \cap N_{r}=Q$, and hence $M_{r-1} / X \cap M_{r} / X=Q / X \subseteq H / X$. Notice that $M_{1}^{\prime}, \ldots, M_{r-2}^{\prime}$ are linearly independent by the minimality of $r$, and so $X=M_{1}^{\prime} \oplus \cdots \oplus M_{r-2}^{\prime}$, where every $M_{i}^{\prime}$ is the intersection of a rational subspace $G_{i}^{\prime}$ with $H$. So Lemma 19.11 can be applied, and we obtain that $H / X=H \cap X^{\perp}$ is transcendental within $X^{\perp}$. It is easy to see that the subspaces $M_{r-1} / X$ and $M_{r} / X$ are algebraic within $X^{\perp}$, and so $H / X$ cannot contain $M_{r-1} / X \cap M_{r} / X \neq 0$, a contradiction.

We can strengthen this Claim a bit:
Claim 2. The subspaces $M_{1}, M_{2}^{\prime}, \ldots, M_{k}^{\prime}$ are linearly independent.
Indeed, if $\mathbf{x}_{1} \in M_{1}, \mathbf{x}_{i} \in M_{2}^{\prime}$ for $i=2, \ldots, k$, and $\mathbf{x}_{1}+\cdots+\mathbf{x}_{k}=0$, then $\mathbf{x}_{1} \in H$ (since all the other $\mathbf{x}_{i}$ belong to $H$ ), and so $\mathbf{x}_{i} \in M_{i}^{\prime}$ for all $i$. By the Claim, this implies that every $\mathbf{x}_{i}=0$.

Now it is easy to complete the proof. Claim 1 implies that $L_{1}, \ldots, L_{k}$ are linearly independent:

$$
\begin{equation*}
\operatorname{dim}\left(L_{1}\right)+\cdots+\operatorname{dim}\left(L_{k}\right)=\operatorname{dim}\left(L_{1}+\cdots+L_{k}\right)=\operatorname{dim}(Q) \tag{19.12}
\end{equation*}
$$

Claim 2 implies that

$$
\operatorname{dim}\left(M_{1}\right)+\operatorname{dim}\left(L_{2}\right)+\cdots+\operatorname{dim}\left(L_{k}\right)=\operatorname{dim}\left(M_{1}+Q\right)=\operatorname{dim}\left(N_{1}\right)=\operatorname{dim}(Q)+1
$$

It follows that

$$
\begin{equation*}
\operatorname{dim}\left(L_{1}\right)=\operatorname{dim}\left(M_{1}\right)-1 \tag{19.13}
\end{equation*}
$$

Applying 19.13 to the other subspaces $M_{i}$ as well, and using 19.12, we get

$$
\operatorname{rk}\left(\mathcal{F}^{\prime}\right)=\operatorname{dim}(Q)=\sum_{i=1}^{k} \operatorname{dim}\left(L_{i}\right)=\sum_{i=1}^{k}\left(\operatorname{dim}\left(M_{i}\right)-1\right)=\sum_{i=1}^{k}\left(\operatorname{rk}\left(\mathcal{G}_{i}\right)-1\right)
$$

19.4.2. Generic hyperplanes and rigidity. As an application of the Generic Hyperplane Lemma, we give a description of generically rigid graphs and new proofs of Theorem 15.11 (the equivalence of (a) and (b)) and Theorem 15.14 .

Consider a framework $(G, \mathbf{u})$ in the plane. As shown in Section 15.2 , the framework is stress-free if and only if the matrices $U \mathbf{b}_{e} \mathbf{b}_{e}^{\top}$ are linearly independent, where $U$ is the $2 \times V$ matrix whose columns are the vectors $\mathbf{u}_{i}$, and $\mathbf{b}_{e}=\mathbf{e}_{j}-\mathbf{e}_{i}$ for $e=i j \in E$. These matrices have two properties: first, they are of the form $\mathbf{x b}^{\top}$, where $\mathbf{x}_{e} \in \mathbb{R}^{2}$; second, they satisfy the equation $(R U) \cdot X=0$, where $R$ is the counterclockwise rotation by $90^{\circ}$ in the plane. This equality is easy to verify by direct computation, or through the argument

$$
(R U) \cdot\left(U \mathbf{b}_{e} \mathbf{b}_{e}^{\top}\right)=\operatorname{tr}\left(R U \mathbf{b}_{e}^{\top} \mathbf{b}_{e} U^{\top}\right)=R \cdot\left(U \mathbf{b}_{e}^{\top} \mathbf{b}_{e} U^{\top}\right)=0
$$

since $R$ is a skew symmetric $2 \times 2$ matrix, while $U \mathbf{b}_{e}^{\top} \mathbf{b}_{e} U^{\top}$ is a symmetric $2 \times 2$ matrix.

So for every edge $e$ we have a 2-dimensional linear subspace $L_{e}$ of $\mathbb{R}^{2 \times V}$, consisting of the vectors $\mathbf{x b}_{e}^{\top}$. Furthermore, we have a hyperplane $H$ defined by
$(R U) \cdot X=0$. The matrix $U \mathbf{b}_{e} \mathbf{b}_{e}^{\top}$ is a (typically nonzero) vector in the intersection of this line with this hyperplane.

Now assume that $U$ is generic; then the hyperplane is generic (with respect to the subspaces $\left.L_{e}\right) U \mathbf{b}_{e} \mathbf{b}_{e}^{\top} \neq 0$, and the intersections $H \cap L_{e}$ are 1-dimensional, i.e., they consist of scalar multiples of $U \mathbf{b}_{e} \mathbf{b}_{e}^{\top}$. The Generic Hyperplane Lemma 19.18 can be applied, and gives that

$$
\begin{equation*}
\operatorname{rk}\left\{U \mathbf{b}_{e} \mathbf{b}_{e}^{\top}: e \in E\right\}=\min _{E_{1}, \ldots, E_{k}} \sum_{i=1}^{k}\left(\operatorname{rk}\left\{L_{e}: e \in E_{i}\right\}-1\right), \tag{19.14}
\end{equation*}
$$

where $\left\{E_{1}, \ldots, E_{k}\right\}$ ranges over all partitions of $E$.
It is not hard to figure out the rank of $\left\{L_{e}: e \in E_{i}\right\}$. If the edges in $E_{i}$ form a connected graph $G_{i}$, then the vectors $\mathbf{b}_{e}\left(e \in E_{i}\right)$ generate all vectors supported on $V_{i}=V\left(G_{i}\right)$ whose entries sum to 0 . The dimension of this space is $\left|V_{i}\right|-1$, and so $\operatorname{rk}\left(\left\{L_{e}: \quad e \in E_{i}\right\}\right)=2\left(\left|V_{i}\right|-1\right)$. If $G_{i}$ is disconnected, then we have to sum this over all components, but in this case we improve the value on the right side of (19.14) if we split $E_{i}$ into its connected components. So we get that

$$
\begin{equation*}
\operatorname{rk}\left\{U \mathbf{b}_{e} \mathbf{b}_{e}^{\top}: e \in E\right\}=\min _{E_{1}, \ldots, E_{k}} \sum_{i=1}^{k}\left(2\left|V_{i}\right|-3\right) \tag{19.15}
\end{equation*}
$$

To get a rigid graph, this value must be $2 n-3$ (the dimension of Mat in this case), which is just the partition condition in Theorem 15.14. To get a stress-free graph, we need that this dimension is at least $m$, in other words, $\sum_{i}\left(2\left|V_{i}\right|-3\right) \geq m$ for every partition $\left\{E_{1}, \ldots, E_{k}\right\}$ of $E$. We can write this condition as

$$
\begin{equation*}
\sum_{i=1}^{k}\left(2\left|V_{i}\right|-3-\left|E_{i}\right|\right) \geq 0 \tag{19.16}
\end{equation*}
$$

If Laman's condition holds, then all terms here are nonnegative, and so 19.16 is valid, and the graph is stress-free. Together with the trivial implication $(a) \Rightarrow(b)$, this proves the equivalence of conditions (a) and (b) in Theorem 15.11. (This approach does not yield the equivalence of Henneberg's condition 15.11(c).)

### 19.5. Matroids

Matroids are common generalizations of several "independence" notions (linear independence, algebraic independence, circuit-freeness in a graph). This concept was introduced by Whitney 1935; independently, a couple of years later van der Waerden 1937, observed that linear and algebraic independence satisfy the same basic properties. Here we recall some very basic facts only, which are necessary for describing the matroid theoretic aspects of our discussions in this book. There are several excellent monographs on the subject Recski 1989, Oxley 1992, covering much more. In particular, the reader is referred to these monographs or to any of the numerous survey articles for the proofs of the results quoted below.
19.5.1. Basics. A matroid is a pair $(E, \mathcal{M})$, where $E$ is a finite set and $\mathcal{M} \subseteq$ $2^{E}$ is a family of its subsets called independent sets, satisfying the following axioms:
$(\mathrm{M} 1) \emptyset \in \mathcal{M}$;
(M2) If $X \in \mathcal{M}$ and $Y \subseteq X$, then $Y \in \mathcal{M}$;
(M3) If $X, Y \in \mathcal{M}$ and $|X|>|Y|$, then there is an element $x \in X \backslash Y$ such that $Y \cup\{x\} \in \mathcal{M}$.

These axioms impose a lot of structure on the matroid. It follows that all maximal (by inclusion) independent subsets of a set $S \subseteq E$ have the same cardinality, which we call the rank of $S$, and denote by $r(S)$. Maximal independent subsets of $E$ are called bases; they all have the same cardinality $r(E)$, which we call the rank of the matroid, and denote it simply by $r$.

Maximal subsets of $S$ with a given rank are called flats. Flats of rank $r-1$ are called hyperplanes. Minimal dependent sets are called circuits. There are many important properties of the rank function, of flats and of circuits; we need some basic properties of the rank function only.

It will be useful to consider a larger class of setfunctions. Let $f: 2^{E} \rightarrow \mathbb{R}$ be a setfunction. We say that $f$ is monotone, if $Y \subseteq X \subseteq E$ implies that $f(Y) \leq f(X)$; it is called submodular, if

$$
f(X \cap Y)+f(X \cup Y) \leq f(X)+f(Y)
$$

for every two sets $X, Y \subseteq E$. In this brief section we need integer-valued setfunctions only, but there are interesting examples of submodular setfunctions that are not integer-valued (see Exercises 19.11,19.13). An integer valued, monotone, submodular setfunction $f$ with $f(\emptyset)=0$ is called a polymatroid. Restricting a polymatroid to the set of elements of rank at most 1 we get a matroid.

The rank function of a matroid is integer valued, monotone and submodular, and in addition it satisfies the trivial conditions that $r(\emptyset)=0$ and $r(\{x\}) \leq 1$ for every $x \in E$. Conversely, these conditions characterize rank functions of matroids.

The terminology above already suggests that matroids are motivated by two basic examples.
Example 19.19 (Linear matroids). In this most basic example, the underlying set of the matroid as a finite set $E \subseteq \mathbb{K}^{d}$ (where $\mathbb{K}$ is any field), and independence mean linear independence. The rank of a set is the dimension of the subspace it generates, and flats are intersections of $E$ with linear subspaces. We also say that $E$ represents the matroid over the field $\mathbb{K}$.

Which matroids are representable over which fields? This question leads to a deep and rich theory, which is, alas, beyond the scope of this book.

Many properties of sets of vectors used in this book are "matroidal" (depend only on the matroid induced by these vectors). For example, $E$ is in general position if and only if it induces the matroid consisting of all sets of cardinality at most $d$. This matroid is called the uniform matroid of rank d. As a special case, we get the free matroid, in which every subset of $E$ is independent.
Example 19.20 (Graphic matroids). Let $G=(V, E)$ be a multigraph, and assume for convenience that it is connected. Let $\mathcal{M}$ consist of those subsets of $E$ that contain no cycles; in other words, they are edge-sets of those subgraphs of $G$ that are forests. Then $(E, \mathcal{M})$ is a matroid, called the graphic matroid induced by $G$. Then rank of $(E, \mathcal{M})$ is $n-1$, the bases of $(E, \mathcal{M})$ are the spanning trees of $G$, and the circuits of $(E, \mathcal{M})$ are the cycles in $G$.

Graphic matroids are all linear; in fact, they can be represented by vectors over an arbitrary field $K$.

Let us describe a third class of matroids, which is not as well studied as the previous two, but is tied to the contents of this book, in particular to Section 19.2 .

Example 19.21 (Algebraic matroids). Let $K K$ be a subfield of a field $\mathcal{K}_{1}$, and let $E \subseteq \mathcal{K}_{1}$ be a finite set. Let $\mathcal{M}$ consist of those set $X \subset E$ that are algebraically independent over $\mathcal{K}$. The $(E, \mathcal{M})$ is a matroid, which we call an algebraic matroid over the field $\mathcal{K}$. The transcendence degree of a set of numbers, used in Section 19.2. is just the rank in this matroid. Some basic matroidal properties of algebraic independence have been used implicitly in that section.

Let us describe an example of very unstructured matroids, which can serve as counterexamples of many conjectures motivated by the more structured examples above.

Example 19.22 (Paving matroids). For a given rank $r>0$ and underlying set $E$, start with a family $\mathcal{S}$ of subsets of $E$ such that the intersection of any two of them has at most $r-2$ elements. Let $\mathcal{M}$ consist of all subsets $X \subseteq E$ such that $|X| \leq r$, and $|X \cap A|<r$ for every $A \in \mathcal{S}$. (In particular, every set of size $r-1$ or less belongs to $\mathcal{M}$.) Then $(E, \mathcal{M})$ is a matroid, called the paving matroid induced by $\mathcal{S}$.

The paving matroid of rank 4 on the set $\{1, \ldots, 8\}$ induced by the family of 5 sets $\{\{1,2,3,4\},\{1,2,5,6\},\{1,2,7,8\},\{3,4,5,6\},\{3,4,7,8\}\}$, called the Vámos matroid is an example of a matroid that is neither linear nor algebraic.

We also need the following very simple example of a submodular setfunction.
Example 19.23. Let $\mathcal{H}$ be a hypergraph. We define a setfunction on the subsets of $E=E(\mathcal{H})$ by

$$
f(\mathcal{S})=|\cup \mathcal{S}|=\left|\bigcup_{A \in \mathcal{S}} A\right|
$$

More generally, we can consider a family $\mathcal{F}$ of flats in a matroid (as the most important special case, a family of finite dimensional linear subspaces of a linear space), and define setfunction on the subsets of $\mathcal{F}$ by

$$
f(\mathcal{S})=r(\cup \mathcal{S}) \quad(\mathcal{S} \subseteq \mathcal{F})
$$

This setfunction is trivially integer valued, monotone, and satisfies $f(\emptyset)=0$. It is not hard to see that it is submodular, so it is a polymatroid. A polymatroid obtained from a family of linear subspaces is called linear.
19.5.2. Duality. For a matroid $(E, \mathcal{M})$, we construct its dual matroid $\left(E, \mathcal{M}^{*}\right)$, in which a set $X \subseteq E$ is independent if and only if $E \backslash X$ spans the whole space in $(E, \mathcal{M})$ (in other words, it contains a basis). It is not hard to verify that this is indeed a matroid. It also follows that $\left(\mathcal{M}^{*}\right)^{*}=\mathcal{M}$. The bases of $\mathcal{M}^{*}$ are the complements of the bases of $\mathcal{M}$. The rank function $r^{*}$ in the dual matroid can be expressed by the formula

$$
r^{*}(X)=r(E \backslash X)+|X|-r(E) .
$$

The construction of the Gale dual in Section C.3.4 implies that if a matroid $(E, \mathcal{M})$ is representable over a given field, then so is $\left(E, \mathcal{M}^{*}\right)$. Note that while the Gale dual is not uniquely determined, its underlying matroid is.

The dual of a graphic matroid is not graphic in general; in fact, it is graphic if and only if the graph is planar. If the graph is a planar map, then the dual of its matroid is the matroid of the dual map.
19.5.3. Generic points and hyperplanes. The Generic Point Lemma is closely related to a purely matroid-theoretical result Edmonds 1970. One way to introduce this is to construct an extension of a polymatroid $(E, f)$ with a new element $a$, of which we think of (for the sake of a geometric motivation) as a generic $k$-dimensional "subspace" of an element $b \in E$ in the polymatroid. Here the word "generic" should mean that $a$ "sticks out" of the span of any subset $X \subseteq E$ as much as submodularity allows. In formula:

$$
\begin{equation*}
f(X \cup\{a\})=\min \{f(X)+k, f(X \cup\{b\}) . \tag{19.17}
\end{equation*}
$$

It is not hard to very that this extended function is still a polymatroid on the subsets of $E \cup\{a\}$. In particular, we can extend $(E, f)$ by a point (element of rank $1)$. Repeating this with all elements of $E$, and keeping track of the rank function, we get the following theorem.
Theorem 19.24. If $f: 2^{V} \rightarrow \mathbb{Z}$ is a polymatroid, then

$$
\mathcal{M}_{f}=\{X \subseteq V:|X \cap S| \leq f(S) \quad \text { for all } S \subseteq V\}
$$

is a matroid, whose rank function is given by

$$
r(X)=\min _{Y \subseteq X}(f(Y)+|X \backslash Y|)
$$

Lemma 19.12 concerns the special case when the polymatroid is linear. In this setting, the content of the theorem is that a generic choice of representative points provides a linear representation of the matroid $M_{f}$. So Lemma 19.12 says less than Theorem 19.24 in the sense that it concerns only linearly representable submodular functions, but more in the sense that it gives a linear representation of the induced matroid. This geometric view of matroid-theoretical results was worked out by Mason 1977.

Similarly, the Generic Hyperplane Theorem is closely related to a result about submodular functions Edmonds 1970]:
Theorem 19.25. If $f: 2^{V} \rightarrow \mathbb{Z}$ is a submodular setfunction that is nonnegative on nonempty sets, then

$$
f^{\prime}(X)=\min \left(f\left(X_{1}\right)+\cdots+f\left(X_{k}\right)\right)
$$

(where $\left\{X_{1}, \ldots, X_{k}\right\}$ ranges over all partitions of $X$ into nonempty sets) defines $a$ submodular setfunction.

Clearly $f^{\prime}\left(\emptyset=0\right.$. If $f(\emptyset) \geq 0$, then $f^{\prime}(X)=f(X)$ for every nonempty set; so the only interesting case is when $f(\emptyset)<0$. As a result on submodular setfunctions, the last theorem says that $f^{\prime}$ "fixes" this problem of $f$ : it is the unique submodular setfunction that is nonnegative, $f^{\prime}(\emptyset)=0, f^{\prime}(X) \leq f(X)$ for $X \neq \emptyset$, and which majorizes every other submodular setfunction with these properties.

What Lemma 19.18 adds to this result is that if $g$ is a linear polymatroid defined by nonnull subspaces, and we define $f=g-1$, then $f^{\prime}$ is a polymatroid realizable by the family of intersections of these subspaces with a transcendental hyperplane.

This result can be combined with Theorem 19.24
Corollary 19.26. Let $f: 2^{V} \rightarrow \mathbb{Z}$ be a submodular setfunction that is positive on nonempty sets. Then

$$
\mathcal{M}_{f}^{\prime}=\{A \subseteq V:|A \cap X| \leq f(X)-1 \quad \text { for all } X \subseteq V, X \neq \emptyset\}
$$

is a matroid, whose rank function is given by

$$
r(X)=\min _{Y_{0}, Y_{1}, \ldots, Y_{k}}\left|Y_{0}\right|+\left(f\left(Y_{1}\right)-1\right)+\cdots+\left(f\left(Y_{k}\right)-1\right)
$$

where $\left\{Y_{0}, \ldots, Y_{k}\right\}$ ranges over all partitions of $X$.
Again, if $f$ is linearly representable, then so is the matroid $\mathcal{M}_{f}^{\prime}$. Starting with the free matroid on a set $V$, we get the graphic matroid induced by the complete graph on $V$.
19.5.4. Matroid sum. We have come to a point where a matroid theoretical formulation of the results is not only be more general, but allows for a more elegant, more conceptual treatment. Given two matroids $\left(E, \mathcal{M}_{1}\right)$ and $\left(E, \mathcal{M}_{2}\right)$ on a common underlying set, we can construct the set system $\mathcal{M}_{1} \vee \mathcal{M}_{2}=\left\{X_{1} \cup X_{2}: \quad X_{i} \in\right.$ $\left.\mathcal{M}_{i}\right\}$, which we call the sum of the matroids $\left(E, \mathcal{M}_{1}\right)$ and $\left(E, \mathcal{M}_{2}\right)$.
Theorem 19.27. The set-system $\left(E, \mathcal{M}_{1} \vee \mathcal{M}_{2}\right)$ is a matroid. The rank function $\widehat{r}$ of $\left(E, \mathcal{M}_{1} \vee \mathcal{M}_{2}\right)$ can be expressed in terms of the rank functions $r_{i}$ of $\left(E, \mathcal{M}_{i}\right)$ as follows:

$$
\widehat{r}(X)=\max _{Y \subseteq X}\left(r_{1}(Y)+r_{2}(X \backslash Y)\right)=\min _{Y \subseteq X}\left\{r_{1}(Y)+r_{2}(Y)+|X \backslash Y|\right\}
$$

Note that this gives a min-max (NP $\cap c o-N P)$ characterization of this rank function.

It is straightforward to define the $\operatorname{sum}\left(E, \mathcal{M}_{1} \vee \cdots \vee \mathcal{M}_{k}\right)$ of $k$ matroids $\left(E, \mathcal{M}_{j}\right)$ on the same underlying set and generalize the above expressions for its rank function. Corollary 19.16 is the special case when we add up the same linear matroid $k$ times, and it generalizes to matroids in a straightforward manner (Exercise 19.14).
19.5.5. Matroids and rigidity. Consider a vector labeling $\mathbf{u}$ of the complete graph $K_{n}$ in $\mathbb{R}^{d}$, where we assume that $n \geq d+1$ to avoid some trivial complications. Stress-free sets of edges of $K_{n}$ define a matroid on $E\left(K_{n}\right)$, which we call the $d$ dimensional rigidity matroid of $\left(K_{n}, \mathbf{u}\right)$. For an explicitly known representation $\mathbf{u}$, we can do computations in this matroid using elementary linear algebra.

It is not hard to see that for a full-dimensional vector labeling $\mathbf{u}$, the rank of this matroid is $d n-\binom{d+1}{2}$ (this specializes to our favorite value of $2 n-3$ for $d=2$ ). A graph on $V\left(K_{n}\right)$ is rigid in this realization if and only if its edges form a basis of this matroid.

Now assume that $\mathbf{u}$ is generic; trivially, this leads to the richest matroid on $E\left(K_{n}\right)$ (with the largest family of independent sets), which we call the generic rigidity matroid on $n$ elements.

In the case $d=2$, we can invoke matroid theoretical results through the following argument. The setfunction $|V(E)|\left(E \subseteq E\left(K_{n}\right)\right)$ is submodular (a special case of Example 19.23), and hence so is the setfunction $f(E)=2|V(E)|-3$. This setfunction is nonnegative on every nonempty set of edges, but negative for $E=\emptyset$. By Theorem 19.25, we can define a nonnegative setfunction $f^{\prime}$ by the formula

$$
f^{\prime}(X)=\min \sum_{i=1}^{k} f\left(X_{i}\right)
$$

where $\left\{X_{1}, \ldots, X_{k}\right\}$ ranges over all partitions of $X$ into nonempty sets. We see that $f^{\prime}(\{x\})=1$ for every singleton set $\{x\}$, and so $f^{\prime}$ is the rank function of a
matroid, which is just the rigidity matroid. The graph $G$ is generically rigid if and only if $f^{\prime}(E)=2 n-3$, and hence we get the partition condition for generic rigidity.

For higher $d$, we can also consider the submodular setfunction $f(X)=$ $d|V(X)|-\binom{d+1}{2}$, and "fix" it similarly as for $d=2$. This is more complicated than for $d=2$, but the main problem is that, as we have seen, it does not capture the generic rigidity matroid; it is a freer matroid for $d>2$ and large enough $n$ (having more independent sets).
19.5.6. Graphs on matroids. The problems treated in Chapter 18 offer themselves to a generalization to matroids. We can label the nodes of a graph $G$ by the elements of a matroid; it will be convenient to identify the nodes with their labels, so we consider a graph whose nodes are the elements of a matroid. So we consider pairs $(G, \mathcal{M})$, where $G$ is a finite $\operatorname{graph}$ and $(V(G), \mathcal{M})$ is a matroid.

All the quantities introduced in Chapter 18 can be defined. We define $\tau(G, \mathcal{M})$ as the minimum rank of a node-cover. We define a matching as a family of disjoint edges whose union is independent in the matroid, and $\nu(G, \mathcal{M})$ as the maximum cardinality of a matching.

Most of the results about covering and cover-critical graphs in Sections 18.2.1, 18.2 .2 and 18.2 .3 extend to this more general setting with essentially the same proofs. The most notable exception is Theorem 18.8 (b), whose proof uses more of the algebra of linear spaces than just dependence-independence. For cover-critical graphs on general matroids, only a weaker bound

$$
\begin{equation*}
m \leq 2^{\tau(G, \mathcal{M})-1} \tag{19.18}
\end{equation*}
$$

seems to be known.
For matchings, the situation is worse: The problem of computing $\nu(G, \mathcal{M})$ contains NP-hard problems for explicitly described matroids. To show a simple example, let $G$ be a graph and $k \geq \omega(G)$. We want to decide whether $\omega(G)=k$ or $\omega(G)<k$. It is clear that this is an NP-hard task.

Consider the graph $H=G \boxtimes K_{2}$, and let $\mathcal{F}$ be the family of $(2 k)$-cliques in $H$ (this may be an empty family). We define an almost trivial graph on $U=V(H)$ by connecting nodes $(i, 1)$ and $(i, 2)$ for every $i \in V(G)$. All the information we need about $G$ goes into the matroid $(U, \mathcal{M})$, which is the paving matroid of rank $2 k$ defined by the family $\mathcal{F}$. (Every $(2 k)$-clique in $H$ is of the form $B \times V\left(K_{2}\right)$, where $B$ is a $k$-clique in $H$, so any two sets in $\mathcal{F}$ have at most $2 k-2$ elements in common.) Now $\nu(G, \mathcal{M})=k$ if and only if $\omega(G)=k$. So to determine $\nu(G, \mathcal{M})$ for this graph on this matroid is NP-hard.

The matching problem for graphs on matroids can be solved in polynomial time when the matroid is linear, but not in general. One can go beyond the class of linear matroids: for example, it can be solved for algebraic matroids [Dress-Lovász 1987]. To illustrate how the same geometric argument can lead to very different results when applied in different matroid models, let us state one version of this result.

Theorem 19.28. Let $K_{1} \subset K_{2}$ be two fields, and let $u_{1}, \ldots, u_{n}, v_{1}, \ldots, v_{n} \in K_{2}$. Then the maximum cardinality of a subset $\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, n\}$ such that $u_{i_{1}}, v_{i_{1}}, \ldots, u_{i_{k}}, v_{i_{k}}$ are algebraically independent over $K_{1}$ is given by the formula

$$
\min \left\{\operatorname{deg}_{\operatorname{tr}}\left(K \mid K_{1}\right)+\sum_{j=1}^{r}\left\lfloor\frac{1}{2} \operatorname{deg}_{\text {tr }}\left(\left\{u_{i}, v_{i}: \quad i \in S_{j}\right\} \mid K\right)\right\rfloor\right.
$$

where the minimum is taken over all field extensions $K$ of $K_{1}$, and over all partitions $\left\{S_{1}, \ldots, S_{r}\right\}$ of $\{1, \ldots, n\}$.

A larger class of matroids to which the min-max theorem about matchings can be extended was studied in Björner-Lovász 1987. However, the complexity of the matroid matching problem is still not completely understood.

Exercise 19.1. Let $\nu(\mathcal{F})$ denote the maximum number of elements in a linearly independent family $\mathcal{F}$, and let $\tau_{\text {lin }}(\mathcal{F})$ be the minimum dimension of a subspace intersecting every element of $\mathcal{F}$ in a nonzero vector. Prove that $\nu(\mathcal{F}) \leq \tau_{\operatorname{lin}}(\mathcal{F})$, and show that equality does not hold in general.

Exercise 19.2. Prove Lemma 19.2
Exercise 19.3. Construct a vector-labeling $\mathbf{u}$ of $K_{4}$ such that $\tau\left(K_{4}, \mathbf{u}\right)=3$ but $\tau_{\text {lin }}\left(\mathcal{F}_{K_{4}, \mathbf{u}}\right)=2$.
Exercise 19.4. For each edge $i j$ of a framework ( $G, \mathbf{v}$ ), let $L_{i j}=\operatorname{lin}\left\{\mathbf{v}_{i}, \mathbf{v}_{j}\right\}$, and let $\mathcal{F}_{G, \mathbf{v}}$ be the family of these subspaces. (a) Prove that $\nu\left(\mathcal{F}_{G, \mathbf{v}}\right)=\nu(G, \mathbf{v})$. (b) Prove that if the vector labels are linearly independent, then $\tau_{\text {lin }}\left(\mathcal{F}_{G, \mathbf{v}}\right)=\tau(G, \mathbf{v})$. (c) Prove that $\tau_{\text {lin }}\left(\mathcal{F}_{G, \mathbf{v}}\right) \leq \tau(G, \mathbf{v})$ for all vector labels.

Exercise 19.5. Let $A_{1}, \ldots, A_{n}$ be $p$-sets of points in $\mathbb{R}^{n}$, and let $B_{1}, \ldots, B_{n}$ be $q$-dimensional subspaces of $\mathbb{R}^{d}$.. Suppose that $A_{i} \cap B_{i}=0$ for all $i$, but $A_{i} \cap B_{j} \neq 0$ for $i<j$ (no condition on $i>j$ ). Prove that $n \leq\binom{ p+q}{p}$.
Exercise 19.6. Let $\mathcal{H}$ be a family of 2-dimensional subspaces of a linear space, such that $\operatorname{rk}(\mathcal{H})=2|\mathcal{H}|-2$ and $\operatorname{rk}(\mathcal{H} \backslash\{A\})=2|\mathcal{H}|-2$ for every $A \in \mathcal{H}$.
(a) Prove that there is a unique partition $\mathcal{H}=\left\{\mathcal{H}_{1}, \ldots, \mathcal{H}_{k}\right\}$ such that

$$
\operatorname{rk}(\mathcal{F})= \begin{cases}2|\mathcal{F}|-2 & \text { if } \mathcal{F}=\mathcal{H} \\ 2|\mathcal{F}|-1 & \text { if } \mathcal{F} \text { contains exactly } k-1 \text { of the classes } \mathcal{H}_{i}, \\ 2|\mathcal{F}|, & \text { otherwise }\end{cases}
$$

(b) Prove that if $k \geq 3$, then $\operatorname{lin}\left(\mathcal{H} \backslash \mathcal{H}_{1}\right) \cap \cdots \cap \operatorname{lin}\left(\mathcal{H} \backslash \mathcal{H}_{k}\right) \neq 0$.

Exercise 19.7. Let $L$ be a algebraic subspace of $\mathbb{R}^{d}$ and $J$, any other subspace. (a) Prove that $\mathbb{K}_{L+J} \subseteq \mathbb{K}_{J}$ and $\mathbb{K}_{L \cap J} \subseteq \mathbb{K}_{J}$. (b) Prove that $L / J$ is algebraic within $J^{\perp}$.

Exercise 19.8. Let $L \subseteq \mathbb{R}^{d}$ and $J \subseteq L$ be subspaces. Prove that $J$ is transcendental within $L$ if and only if $J$ has a basis obtained by taking $r$ linear combinations of a standard basis of $L$ with coefficients algebraically independent over $\mathbb{K}_{L}$.
Exercise 19.9. Derive Theorem 15.16 from Corollary 19.16
Exercise 19.10. Prove that every polymatroid can be represented by a family of flats of a matroid as in Example 19.23
Exercise 19.11. Let $A_{1}, \ldots, A_{n}$ be random events, and for $X \subseteq[n]$, define

$$
f(X)=\mathrm{P}\left(\bigwedge_{i \in X} A_{i}\right)
$$

Prove that $f$ is a submodular setfunction.
Exercise 19.12. Let $\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}$ be linearly independent vectors in $\mathbb{R}^{n}$. For $X=$ $\left\{i_{1}, \ldots, i_{k}\right\} \subseteq[n]$, let

$$
f(X)=\ln \operatorname{vol}_{k}\left(P\left(\mathbf{a}_{i_{1}}, \ldots, \mathbf{a}_{i_{k}}\right)\right)
$$

where $P\left(\mathbf{a}_{i_{1}}, \ldots, \mathbf{a}_{i_{k}}\right)$ denotes the ( $k$-dimensional) parallelotope spanned by the vectors $\mathbf{a}_{i_{1}}, \ldots, \mathbf{a}_{i_{k}}$. Prove that $f$ is a submodular setfunction.

Exercise 19.13. Let $A$ be an $n \times n$ positive definite matrix, and let $A_{X}$ denote the submatrix formed by its rows and columns in $X(X \subseteq[n])$. Prove that $\ln \operatorname{det}\left(A_{X}\right)$ is a submodular setfunction.
Exercise 19.14. Let $(E, \mathcal{M})$ be a matroid. Prove that $E$ can be partitioned into $k$ independent subsets if and only if

$$
k r(X) \geq|X|
$$

for every $X \subseteq E$.
Exercise 19.15. Let $(V, \mathcal{M})$ be a matroid and $\mathcal{H} \subseteq 2^{V}$, a family of $r$-sets. Define $\tau_{\mathcal{M}}(\mathcal{H})$ as the minimum rank of a subset $X \subseteq V$ meeting every set in $\mathcal{H}$. Suppose that $\mathcal{H}$ is critical in the sense that $\tau_{\mathcal{M}}(H \backslash\{A\})<\tau_{\mathcal{M}}(\mathcal{H})$ for every $A \in \mathcal{H}$. Prove that

$$
|\mathcal{H}| \leq r^{\tau \mathcal{M}(\mathcal{H})} .
$$

## CHAPTER 20

## Concluding Thoughts

We have seen a fairly large variety of geometric representations. Is there a way to fit these into a single theory? Perhaps not, considering the abundance of possibilities how the graph structure can be reflected in geometry. But while writing this book, more and more common ideas between this variety of representations have emerged. Let us describe some of these (admitting that they form a germ of a coherent theory at most).

### 20.1. Non-degeneracy

A common theme in various geometric representations is that imposing nondegeneracy conditions on the representation often makes it easier to analyze and therefore more useful (most often, by eliminating the possibility of numerical coincidence). There are at least four types of non-degeneracy conditions that play a role in several types of geometric representations (and so they pop up in several chapters of this book). It is interesting that different non-degeneracy conditions can be imposed on one and the same representation model, leading to different combinatorial conditions; we have seen this in connection with orthogonal representations as well as with rigidity and motions of frameworks.

Faithfulness. This is perhaps the most natural non-degeneracy condition. As a simple example, we want to represent a graph so that adjacent nodes are at unit distance (recall Section 13.2.1). Such a representation is faithful, if nonadjacent nodes have distance different from 1. We have seen in Section 10.4 that faithful orthogonal representations behave quite differently from arbitrary orthogonal representations. This is a very natural but often rather weak condition.

General position. Recall that a vector representation in $\mathbb{R}^{d}$ is in general position if no $d+1$ of the points are contained in a hyperplane. This property of quite different geometric representations is often connected to the connectivity of the graph. In Section 3.3, we characterized graph connectivity by the general position of rubber band representations; in Section 10.3 , by the existence of orthogonal representations in general position; and in Section 15.5, by the existence of globally rigid bar-and-joint frameworks in general position. Orthogonal representations in general position were the key to several properties of the variety of orthogonal representations. A quantitative form of general position, "respecting the volume", lead us to an efficient approximation algorithm for the bandwidth of a graph.

Genericity. The most powerful nondegeneracy condition is that the representation is generic, which means that the coordinates of node positions (sometimes other numerical data) are algebraically independent real numbers. This cannot happen, of course, for a unit distance representation of any graph with at least one
edge; but if we allow arbitrary prescribed distances instead of unit distances, then generic representations may exist, playing a central role in the study of rigidity properties and flexing of bar-and-joint frameworks (Sections 15.3 and 15.5 ).

Using generic points and projections was a basic tool in the study of matching and covering in frameworks (Chapter 18). We did a general study of "genericity" in subspaces, and applied it in the combinatorics of subspaces (Sections 19.2 and 19.4.

Genericity certainly avoids unwanted numerical coincidences between the data, but it may seem quite far from anything practical; transcendental numbers are almost impossible to explicitly describe and do computations with. But there is a very simple way out: choose the coordinates randomly, independently and uniformly from $[0,1]$. With probability 1 , these coordinates will be algebraically independent. This seems to be of no help though, since to describe a random point of $[0,1]$, we need infinitely many digits. Here is where general lemmas (see the SchwartzZippel Lemma 3.12) come to help, showing that if any substitution for the variables eliminates unwanted algebraic relations, then random choice from any sufficiently large finite set does so.

Transversality. To be generic is a condition that is often too strong; this leads us to what is (I feel) the deepest nondegeneracy notion, transversality (closely related to the Strong Arnold Property of matrices). This condition was introduced in a general context in Section 10.5 , recall that it means that, writing the constraints on the representation as algebraic equations, the corresponding hypersurfaces intersect transversally. Thus the existence and properties of the representation (the intersection point of these hypersurfaces) are not just accidental, but forced by some more fundamental structure. If a solution of the system is transversal, and we perturb each equation by a small amount, then we get another solvable system with a solution nearby.

In graph theory, this condition was first used by Colin de Verdière, in his beautiful work on the "Colin de Verdiére number" (Chapter 16) and on a version of tree-width (algebraic width, see Section 10.5) But in a sense, in the study of rigidity of bar-and-joint frameworks, the transversality condition played a central role ever since the study of such frameworks began in the $19^{\text {th }}$ century: for such a framework, it corresponds to stress-freeness, a central notion in Chapters 14 and 15

Can we tell what kind of combinatorial properties are related to these different kinds of nondegeneracy conditions? Probably not in general, but a couple of points are worth mentioning.

As we have seen, representations in general position are often related to connectivity properties of the graph. Connectivity properties of graphs have interesting and somewhat surprising connections with geometric representations, and sometimes, through those, with topological properties. Various versions of the connectivity property with respect to halfspaces (Section 16.5 ) are a good example.

Transversality was instrumental in proving minor-monotonicity of the Colin de Verdière number and of algebraic width. Minor monotonicity is a basic feature of a graph property or a graph parameter, and its connection with transversality is, I feel, worth of further exploration.

Genericity was used most substantially in Chapters 15 and 19 , and has strong matroid-theoretic connections. The interplay between the two matroids involved (the linear matroid of the vector representation and the algebraic matroid of the coordinates) is, I feel, not completely understood.

### 20.2. Duality

Many related but different forms of duality have played a role in this book.

- Gale duality, introduced in Section 19.4 , is perhaps the simplest form of duality. This construction is known under many aliases (dual chain group in matroid theory, dual code in coding theory, Gale diagram in the theory of hyperplane arrangements). We can carry out this construction for any vector representation of a graph $G$, to get a dual vector representation. In some cases, this gives interesting new constructions; for example, from cover preserving representations we get independence preserving representations (recall Exercise 18.11).
- Matroid duality generalizes Gale duality, as well as the duality of planar maps.
- Linear programming duality is a basic construction in linear programming and through this, in much of applied mathematics.
- Semidefinite duality is a generalization of linear programming duality, treated in detail in Chapter 13 .
- Polarity is a duality construction in convex geometry, which is closely related to linear programming duality. Related duality notions are the blocking and antiblocking relations for polyhedra in the nonnegative orthant (Section C.3). Polarity of 3-polytopes is a metric form of planar graph duality. A duality between resistance and energy (as can be observed in Section 4.2.1) is related to blocking duality.
- The Weak Perfect Graph Theorem, asserting that the complement of a perfect graph is perfect, expresses a certain duality. This can be extended to a fullblown duality (anti-blocking relation) between the TSTAB bodies of a graph and its complement, as described in Section 11.4 . This duality goes back, ultimately, to semidefinite duality, so it is quite interesting that it connects complementation of graphs as well as to antiblocking of polytopes.
- Self-duality in various situations is also worth mentioning. We have met selfpolar polytopes (Example 11.16) and self-complementary graphs (Corollary 11.7). Self-duality of nonnegative orthant and of the positive semidefinite cone are the key ingredients behind the duality theory of linear and semidefinite programming, respectively. Discrete holomorphic forms are the self-dual subspace of the space of circulations on a map (those circulations which define a circulation on the dual graph).

Not all duality-type phenomena are fully understood. The Gale dual is only determined up to an affine transformation; for geometric representations with metric properties (which is the majority), this dualization does not seem to be useful. Yet in some cases more than the basic linear structure is dualized. We don't have a general theory for this, but let us briefly describe two examples.

We have mentioned a complete duality of the TSTAB bodies of a graph and its complement. This is a duality between the profiles of the orthogonal representations. However, there is a duality-type relationship between the optimal orthogonal
representations themselves. Consider an orthogonal representation (u, c) of a graph $G$ that is optimal with respect to a weighting $w$, and construct from it the following matrix, adding the handle as a last column:

$$
U=\left(\left(\mathbf{c}^{\top} \mathbf{u}_{1}\right) \mathbf{u}_{1}, \ldots,\left(\mathbf{c}^{\top} \mathbf{u}_{1}\right) \mathbf{u}_{n}, \mathbf{c}\right)
$$

Also construct a similar matrix from an optimal dual representation (with a little twist in the sign of the last column):

$$
W=\left(\left(\mathbf{d}^{\top} \mathbf{v}_{1}\right) \mathbf{v}_{1}, \ldots,\left(\mathbf{d}^{\top} \mathbf{v}_{1}\right) \mathbf{v}_{n},-\mathbf{d}\right)
$$

Then (11.48) expresses that every row of $U$ is orthogonal to every row of $W$. If, in addition, $\mathbf{u}$ is $d$-dimensional and $\mathbf{v}$ is $r$-dimensional with $d+r=n+1$, then $W$ is a Gale dual of $U$. These matrices have the additional property that (disregarding the last column) any two columns are orthogonal either in $U$ or in $W$. Is there a deeper duality principle behind this observation?

Turning to our second example, Theorems 16.15 and 16.16 seem to indicate a duality between the Colin de Verdère numbers of outerplanar/planar graphs and their complements. This is thanks to two almost-dual geometric representations, the nullspace representation of the graph and the 1-engaged representation of its complement. But while the 1-engaged representation has strong metric properties, it is unclear how to impose those on the nullspace representation, and the theory is incomplete.

### 20.3. Very large graphs and their limits

It is more and more apparent that the notion of a network is fundamental for many branches of science. The networks one studies are often very large, even huge with billions of nodes, and investigating such large networks raises novel problems and takes novel tools. For example, the graph may not be fully known or only be inspectable by sampling (see the Introduction of Lovász 2012 for a detailed description).

Based on the applications of geometric representations in this book, one would like to see how these geometric tools have to be modified to be applicable to very large graphs. As an illustration, we may want to compute a useful representation, say an optimal orthogonal representation in the sense of Section 11.1. Everything we proved about such representations remains valid independently of how large the graph is, but to compute the representation we need to know the whole graph, and even then, its size may be prohibitive. What can be computed from the limited information available (for example, from sampling)?

Very large graphs are often better understandable if we introduce limit objects for sequences of graphs whose size goes to infinity, while becoming more and more similar in an appropriate sense. Random graphs with a fixed edge density are simple examples. We want to generalize geometric representation notions and results to these limit objects. The expectation is that if we succeed in generalizing a graph parameter or other graph-theoretic concept to the limiting case, then this indicates its tractability for very large finite graphs.

There are several limit notions for graphs, and the possibilities of extending geometric representation theory is quite different for different types of graphs and limit notions. We discuss three of these. I tried to collect the rather sporadic results about the types of representations considered in this book, and also add some speculation about the possibilities for some of our main representation concepts.

Dense limit. Convergence of a dense graph sequences was introduced in Borgs et al. 2008. The limit object for a sequence of dense graphs has several avatars. Geometric representations may mean different things even for equivalent models.

- A graphon is a symmetric, measurable function $[0,1]^{2} \rightarrow[0,1]$ Lovász-Szegedy 2006. This is the most commonly used description of the limit object. Various basic notions of graph theory have been extended to graphons: subgraph densities, connectivity, spectrum, matchings, coloring etc. (See Lovász 2012 and also Hladký-Rocha 2017 and the references there.)

Some geometric representations have nice extensions to graphons; for example, the A-squared representation introduced in Section 9.3 can be defined for graphons, as a vector-labeling from a Hilbert space (or from some other Lebesgue space). In particular, the 2-neighborhood distance can be defined, and regularity partitions can be generalized. Perhaps most importantly, several crucial compactness properties of graphons as well as of the space of graphons can be proved with the help of this representation.

On the other hand, it seems to be difficult to generalize orthogonal representations to graphons. Can we generalize at least the graph parameter $\vartheta(G)$ ? One has to be careful about the normalization, to guarantee that the values converge for an appropriately convergent graph sequence. Proposition 11.4 and inequality 11.35 ) suggest that $\vartheta(G) / \sqrt{n}$ may be an interesting normalization. Let me raise a specific question: For every graphon $W$ and every $n$, we can sample from the graphon and obtain a " $W$-random graph" $G(n, W)$. Is it true that for every graphon $W$, $\vartheta(G(n, W)) / \sqrt{n}$ converges to a limit almost surely as $n \rightarrow \infty$ (the limit may be 0 or $\infty)$ ?

- Another equivalent (cryptomorphic) form of limits of dense graph sequences is a local random graph model on a countable set, which is a probability distribution on (infinite) graphs on node set $\mathbb{N}$, which is invariant under permutations of the nodes, and has the "locality" property that observing two disjoint finite subsets of the nodes (two "windows"), the subgraphs induced by them are independent (in the probabilistic sense). This version has the advantage that the node set is countable, so (for example) we can generate independent random weights for the nodes, which (among others) allows us to define a random ordering of the nodes. Unfortunately, I don't know of any work exploiting this equivalent but different model.
- A third equivalent description of a limit object is a graph parameter expressing the limiting densities of finite graphs in a convergent sequence of dense graphs. Such parameters can be characterized by linear inequalities and semidefiniteness conditions. This formulation is analogous (in a sense generalizes) the theory of moments of random variables (see Borgs-Chayes-Lovász 2010] and Lovász-Szegedy 2010 for details). Since moments of random variables have many geometric connections, it is likely that such connections will be discovered for these graph parameters as well.

Scaling limit. Turning to the case of sparse graphs (which are much more relevant for applications), the first thing to note is that these graphs may be interesting on various scales. The simplest way of defining these scales is the graph distance. Since for sparse graphs the diameter may be very large, we may want to scale the distances so that we keep the diameter of the graph fixed, or we may want
to keep the edge lengths fixed (and not worry about the diameter). A limit object in the first sense is called the scaling limit; this preserves global properties of the graphs. A limit object in the second sense is called the local limit; this preserves local properties of the graphs. As a very simple but useful example, the limit of an $n \times n$ grid, as $n \rightarrow \infty$, may be a full square in the plane, but also an infinite grid-depending on what properties we are interested in.

Scaling limit is a rich and extensively studied limit notion for graphs, and we encountered this notion several times, mostly in Chapter 8, but also (not under this name) in Section 5.3, where conformal mappings were obtained as scaling limits of coin representations.

Generally, we talk about scaling limits when the graph already has a geometric representation. This is often rather simple (say, a lattice domain), and it is some other feature whose limiting behavior is interesting. To define and describe scaling limits without a predefined geometry (say, for bounded degree graphs which are not planar or almost planar) would be very interesting.

Local limit. Local limit theory has been developed in the extreme case, when the degrees are universally bounded by a number $D$ (some extensions to the case when the degrees are "almost bounded" are also available). There are again different ways of describing limit objects; these are not completely equivalent, but closely related.

- Involution-invariant random rooted graphs (also called unimodular networks) is the original limit concept introduced in Benjamini-Schramm 2001. This is a probability distribution on bounded-degree connected graphs with a specified root, under a measure-preservation condition.

In this latter setting one can define random countable planar graphs, and use an appropriate generalization of the coin representation (Theorem5.1) to prove, among others, that the random walk on a random countable planar graph is recurrent with probability one. Appropriate generalizations of the square tiling theorems (Chapter 6) have applications in a similar fashion Benjamini-Schramm 1996a.

Dual orthogonal representations in a finite dimension $d>D$ exist in this setting, and $\bar{G}$-orthogonalization makes sense. Results in Section 10.3 remain valid mutatis mutandis, but how many new problems and phenomena the infinite setting provides remains an unexplored question.

- A graphing is a bounded-degree graph on $[0,1]$, whose edge-set is a Borel set in the unit square, and a certain measure-preserving condition is satisfied. An easy example is a circle, where diagonals of a fixed length are the edges.

The underlying space of a graphing is often a manifold, and in this case a dual orthogonal representation means some sort of a vector field. Dual orthogonal representations in dimension $d>D$ exist on every connected component, but it is unclear whether they can be chosen in a measurable (let alone continuous or smooth) way. Would such a representation tell us anything interesting about the combinatorial structure of the graphing?

### 20.4. Graphs and geometry

The interplay between graph problems and geometry has many forms. Often the graph we want to study comes together with a predefined geometric representation, and the issue is to test certain mathematical and physical properties of the
resulting structure, or compute some parameters that connect combinatorial and geometric structure. Typical of this problem setting is the rigidity of bar-and-joint frameworks. Some basic graph theoretic questions have interesting and natural extensions to this situation, as in Chapter 18 where instead of asking for the minimum number of nodes covering all edges, we asked for the minimum rank of such a set. Besides raising interesting questions, this extension of the problem was essential for the solution of a basic problem of classifying cover-critical graphs in the original (geometry-free) setup.

This leads us to the really interesting combination of geometric and combinatorial ideas: we start with just a graph and a purely combinatorial problem. We try to find a way to represent a graph in a "good" form, helping to find the answer to the combinatorial question. Visualizing the structure of the graph this way may in itself be very useful, but the most interesting cases are when a proof uses this geometric structure in an essential way. Determining the Shannon capacity of the pentagon (as described in the Introduction) is a good example of such a proof.

As it is to be expected in mathematics, the two different starting aspects above cannot be strictly separated. For example, Tutte's rubber band method produces a nice planar drawing for planar graphs, but then it can be applied in connectivity algorithms, and the basic physical notion it leads to, namely the notion of a stress, is fundamental in rigidity theory.

These connections with physics are classical, but new connections seem to emerge, as discussed Chapters 8 and 12 . The connection with quantum physics is particularly tantalizing. After all, in quantum physics one assigns vectors in a linear space to the states of a physical system, even if these states form a discrete set; and the mathematical methods discussed in this book do the same. I think that the material in the last chapter is only the tip of the iceberg.

The boundaries of geometry cannot be sharply drawn, and further connections between graph theory and other areas of geometric nature could have been included in our book:

- It is difficult to draw a border between geometry and linear algebra, and there are many applications of linear algebra in graph theory and other areas of combinatorics, which can now be considered classical, and are not treated in this book. The lecture notes Babai-Frankl 1992 provide an excellent introduction to this method.
- One highly developed interface between geometry and combinatorial questions (mostly combinatorial optimization) is polyhedral combinatorics. Since thousands of pages have been written about this topic, I decided not to treat it in this book as a topic on its own right. (Of course, some of its basic results I had to use in the presentation of other topics.) I refer to Schrijver 2003 for a comprehensive treatment of polyhedral combinatorics.
- The applications of combinatorial and algebraic topology in the solution of combinatorial problems also has its successes, but it is a method with a quite different flavor, and I have not treated it in this book. Matoušek 2003 gives a nice introduction to this area.
- In this book, we considered geometry over the real field (with some excursions to the complex numbers and a brief excursion to finite fields in Section 3.3). One could expect that geometry over finite fields, while perhaps somewhat less expressive visually, is even more closely tied to combinatorial problems. There are indeed many
connections, from error-correcting codes to expander graphs to quasirandom graphs to Ramsey theory.

I am certain that many new results of this nature will be obtained in the future (or are already in the literature, sometimes in a quite different disguise). Whether these will be collected and combined in another monograph, or integrated into science through some other platform provided by the fast changing technology of communication, I cannot predict. But the beauty of nontrivial connections between combinatorics, geometry, algebra and physics will remain here to inspire research.

## APPENDIX A

## Linear Algebra

## A.1. Vectors, matrices and vector labelings

Usually we define vectors as elements of $\mathbb{R}^{d}$ for some nonnegative integer $d$, and we think of them as column vectors (unless said otherwise). But it will be useful to consider, for a finite set $V$, every map $V \rightarrow \mathbb{R}$ as a vector. These vectors form the linear space $\mathbb{R}^{V}$. If we label the elements of $V$ by $1, \ldots, n$, then $\mathbb{R}^{V}$ is isomorphic $\mathbb{R}^{n}$ in a trivial way. Using the notation $[n]=\{1, \ldots, n\}$, the spaces $\mathbb{R}^{[n]}$ and $\mathbb{R}^{n}$ are identical.

Similarly, matrices can mean any map $A: U \times V \rightarrow \mathbb{R}$, where $U$ and $V$ are finite sets; we call this a $U \times V$ matrix, and the space of all such matrices will be denoted by $\mathbb{R}^{U \times V}$. We also say that the rows of $A$ are indexed by the elements of $U$, and the columns, by elements of $V$.

A $U \times V$ matrix $A$ can also be thought of as a map a : $V \rightarrow \mathbb{R}^{U}$. In this way, it corresponds to a vector labeling of the set $V$, assigning to $i \in V$ the vector $\mathbf{a}_{i} \in \mathbb{R}^{U}$. We also write $\left(\mathbf{a}_{i}: \quad i \in V\right)$ for such a matrix, and define the rank of the set of labeling vectors as $\operatorname{rk}\left\{\mathbf{a}_{i}: i \in V\right\}=\operatorname{rk}(A)$.

A basis of a set of vectors $S \subseteq \mathbb{R}^{V}$ is a subset of $S$ that is linearly independent and spans the same linear subspace as $S$. A column basis of a matrix $A \in \mathbb{R}^{U \times V}$ is a basis of the set of its columns. If we think of $A$ as a vector labeling a : $V \rightarrow \mathbb{R}^{U}$, then it will be convenient to call a subset $X \subset V$ a basis for $\mathbf{a}$ if $\left\{\mathbf{a}_{i}: i \in X\right\}$ is a column basis of $A$.

The all- 1 vector in dimension $d$ is denoted by $\mathbb{1}_{d}$. The $d \times d$ identity matrix is denoted by $I_{d}$, the all-one matrix of the same dimensions, by $J_{d}$. The vector $\mathbb{1}_{S} \in \mathbb{R}^{V}$ and the matrices $I_{S}, J_{S} \in \mathbb{R}^{S \times S}$ are defined similarly for every finite set $S$. In the case when the coordinates are indexed by the set $V$ (usually the node set of the graph $G$ ) we omit the subscript: $\mathbb{1} \in \mathbb{R}^{V}$ and $I, J \in \mathbb{R}^{V \times V}$. If $A$ is some logical assertion, then $\mathbb{1}(A)=1$ if $A$ is true and $\mathbb{1}(A)=0$ otherwise. The vector $\mathbb{1}_{S}$ is the incidence vector of the set $S:\left(\mathbb{1}_{S}\right)_{i}=\mathbb{1}(i \in S)$ (where the universe is understood). The vectors $\mathbf{e}_{i} \in \mathbb{R}^{d}$ having 1 in the $i$-th position and 0 elsewhere form the standard basis of $\mathbb{R}^{d}$. The standard basis of $\mathbb{R}^{V}$ can be defined analogously.

For two subsets $A, B \subseteq \mathbb{R}^{d}$, we define $A+B=\{a+b: a \in A, b \in B\}$. The set $A-B$ is defined analogously. For a subset $A \subseteq \mathbb{R}^{d}$, we denote by $A^{\perp}$ the set of vectors orthogonal to all vectors in $A$. We need, for linear subspaces $A$ and $B$, the elementary relations $\left(A^{\perp}\right)^{\perp}=A$ and $(A+B)^{\perp}=A^{\perp} \cap B^{\perp}$.

For $\mathbf{v} \in \mathbb{R}^{d}$, we denote by $|\mathbf{v}|$ its Euclidean norm, and by $\mathbf{v}^{0}=(1 /|\mathbf{v}|) \mathbf{v}$, the unit vector in the direction of $\mathbf{v}$ (this is only defined for $\mathbf{v} \neq 0$ ).

## A.2. Eigenvalues

Let $A$ be an $n \times n$ real matrix. An eigenvector of $A$ is a nonzero vector such that $A x$ is parallel to $x$; in other words, $A x=\lambda x$ for some real or complex number $\lambda$. This number $\lambda$ is called the eigenvalue of $A$ belonging to eigenvector $v$. Clearly $\lambda$ is an eigenvalue if and only if the matrix $A-\lambda I$ is singular, equivalently, if and only if $\operatorname{det}(A-\lambda I)=0$. This is an algebraic equation of degree $n$ for $\lambda$, and hence has $n$ roots (with multiplicity).

The trace of the square matrix $A=\left(A_{i j}\right)$ is defined as

$$
\operatorname{tr}(A)=\sum_{i=1}^{n} A_{i i}
$$

The trace of $A$ is equal to the sum of the eigenvalues of $A$, each taken with the same multiplicity as it occurs among the roots of the equation $\operatorname{det}(A-\lambda I)=0$.

We can think of $n \times m$ matrices as vectors with $n m$ coordinates. For two matrices of the same shape, $A, B \in \mathbb{R}^{n \times m}$, we define their inner product by

$$
A \cdot B=\operatorname{tr}\left(A^{\top} B\right)=\sum_{i=1}^{n} \sum_{j=1}^{m} A_{i j} B_{i j}
$$

This should not be confused with the matrix product, but it is related:

$$
A \cdot B=\operatorname{tr}\left(A^{\top} B\right)
$$

If the matrix $A$ is symmetric, then its eigenvalues and eigenvectors are particularly well behaved. All the eigenvalues are real, and there is an orthonormal basis $v_{1}, \ldots, v_{n}$ of the space consisting of eigenvectors of $A$. Let $\lambda_{1} \geq \cdots \geq \lambda_{n}$ be the corresponding eigenvalues, then they are precisely the roots of $\operatorname{det}(A-\lambda I)=0$. The matrix $A$ can be written as

$$
A=\sum_{i=1}^{n} \lambda_{i} v_{i} v_{i}^{\top}
$$

Another way of saying this is that every symmetric matrix can be written as $U^{\top} D U$, where $U$ is an orthogonal matrix and $D$ is a diagonal matrix. The eigenvalues of $A$ are just the diagonal entries of $D$.

The largest eigenvalue of a symmetric matrix can be expressed by the Rayleigh quotient:

$$
\lambda_{1}=\max _{x \in \mathbb{R}^{n} \backslash 0} \frac{x^{\top} A x}{|x|^{2}}
$$

and every maximizer is an eigenvector belonging to $\lambda_{1}$. This formula generalizes: if we know the first $i-1$ eigenvectors $v_{1}, \ldots, v_{i-1}$, then the $i$-th largest eigenvalue can be expressed by the $i$-th Rayleigh quotient:

$$
\lambda_{i}=\max \frac{x^{\top} A x}{|x|^{2}}
$$

where the maximization is over all vectors $x \in \mathbb{R}^{n}$ such that $x \neq 0$ but $v_{j}^{\top} x=0$ for $j=1, \ldots, i-1$. Again, every maximizer is a corresponding eigenvector.

A principal minor of $A$ is a submatrix $B$ obtained by deleting some rows and the corresponding columns. The following important theorem was proved by Cauchy.

Theorem A. 1 (Interlacing eigenvalues). Let $A$ be an $n \times n$ symmetric matrix with eigenvalues $\lambda_{1} \geq \cdots \geq \lambda_{n}$. Let $B$ be an $(n-k) \times(n-k)$ principal minor of $A$ with eigenvalues $\mu_{1} \geq \cdots \geq \mu_{n-k}$. Then

$$
\lambda_{i} \geq \mu_{i} \geq \lambda_{i+k}
$$

We conclude this little overview with a further basic fact about eigenvectors of nonnegative matrices. The following classical theorem concerns the largest eigenvalues and the eigenvectors corresponding to it.

Theorem A. 2 (Perron-Frobenius). If an $n \times n$ matrix has nonnegative entries, then it has a nonnegative real eigenvalue $\lambda$ which has maximum absolute value among all eigenvalues. This eigenvalue $\lambda$ has a nonnegative real eigenvector. If, in addition, the matrix has no block-triangular decomposition (i.e., it does not contain a $k \times(n-k)$ block of 0-s disjoint from the diagonal), then $\lambda$ has multiplicity 1 and the corresponding eigenvector is positive.

For us, the case of symmetric matrices is important; in this case the fact that the eigenvalue $\lambda$ is real is trivial, but the information about its multiplicity and the signature of the corresponding eigenvector is used throughout the book.

## A.3. Semidefinite matrices

A symmetric $n \times n$ matrix $A$ is called positive semidefinite, if all of its eigenvalues are nonnegative. This property is denoted by $A \succeq 0$. The matrix is positive definite, if all of its eigenvalues are positive.

There are many equivalent ways of defining positive semidefinite matrices, some of which are summarized in the Proposition below. We need a definition: the Gram matrix of $n$ vectors $\mathbf{u}_{1}, \ldots, \mathbf{u}_{n} \in \mathbb{R}^{d}$ is the matrix $\operatorname{Gram}(\mathbf{u})=\operatorname{Gram}\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}\right)=$ $\left(a_{i j}\right)_{i, j=1}^{n}$, where $a_{i j}=\mathbf{u}_{i}^{\top} \mathbf{u}_{j}$. If $U$ is the matrix with columns $\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}$, then $A=U^{\top} U$. The matrix $A$ does not determine the vectors $\mathbf{u}_{i}$ uniquely, but almost: since the inner products of the vectors $\mathbf{u}_{i}$ are determined, so are their lengths and mutual distances, and hence two representations of the same matrix differ only in an isometric linear transformation of the space.

Proposition A.3. For a real symmetric $n \times n$ matrix $A$, the following are equivalent:
(i) $A$ is positive semidefinite;
(ii) the quadratic form $x^{T} A x$ is nonnegative for every $x \in \mathbb{R}^{n}$;
(iii) $A$ can be written as the Gram matrix of vectors $\mathbf{u}_{1}, \ldots, \mathbf{u}_{n} \in \mathbb{R}^{d}$ for some d. The smallest dimension $d$ from where the vectors $\mathbf{u}_{i}$ can be chosen is the rank of $A$.
(iv) $A$ is a nonnegative linear combination of matrices of the type $x x^{\top}$;
(v) The determinant of every principal minor of $A$ is nonnegative.

It follows that the diagonal entries of any positive semidefinite matrix are nonnegative, and it is not hard to work out the case of equality: all entries in a row or column with a 0 diagonal entry are 0 as well. In particular, the trace of a positive semidefinite matrix $A$ is nonnegative, and $\operatorname{tr}(A)=0$ if and only if $A=0$.

Even though above we have described a large collection of equivalent necessary and sufficient conditions for semidefiniteness, simpler sufficient conditions are useful. One of these is being diagonally dominant: If a real symmetric matrix $A \in \mathbb{R}^{n \times n}$ satisfies $a_{i i} \geq \sum_{j \neq i}\left|a_{i j}\right|$ for every row, then $A$ is positive semidefinite.

The sum of two positive semidefinite matrices is again positive semidefinite (this follows e.g. from (ii) again). The simplest positive semidefinite matrices are of the form $a a^{\top}$ for some vector $a$. These matrices are precisely the positive semidefinite matrices of rank 1. Property (iv) above shows that every positive semidefinite matrix can be written as a sum of rank-1 positive semidefinite matrices.

The product of two positive semidefinite matrices $A$ and $B$ is not even symmetric in general (and so it is not positive semidefinite); but the following can still be claimed about the product:

If $A$ and $B$ are positive semidefinite matrices, then $A \cdot B=\operatorname{tr}(A B) \geq 0$, and equality holds if and only if $A B=0$. A matrix $A$ is positive semidefinite if and only if $A \cdot B \geq 0$ for every positive semidefinite matrix $B$.

Property (v) above provides a way to check whether a given matrix is positive semidefinite. This works well for small matrices, but it becomes inefficient very soon, since there are many symmetric minors to check. An efficient method to test if a symmetric matrix $A$ is positive semidefinite is the following algorithm:

Carry out Gaussian elimination on A, pivoting always on diagonal entries. If you ever find a negative diagonal entry, or a zero diagonal entry whose row contains a nonzero, stop: the matrix is not positive semidefinite. If you obtain an all-zero matrix (or eliminate the whole matrix), stop: the matrix is positive semidefinite.

If this simple algorithm finds that $A$ is not positive semidefinite, it also provides a certificate in the form of a vector $v$ with $v^{\top} A v<0$.


Figure A.1. The semidefinite cone for dimension 2.
Positive semidefinite matrices have some important properties in terms of the geometry of the space $\mathbb{R}^{n \times n}$. The fact that the sum of two positive semidefinite matrices is again positive semidefinite (together with the trivial fact that every positive scalar multiple of a positive semidefinite matrix is positive semidefinite), translates into the geometric statement that the set of all positive semidefinite matrices forms a convex closed pointed cone $\mathcal{P}$ in $\mathbb{R}^{n \times n}$ with vertex 0 .

This cone $\mathcal{P}$ is important, but its structure is quite nontrivial. In particular, it is not polyhedral for $n \geq 2$; for $n=2$ it is a nice rotational cone (Figure A.1 the fourth coordinate $x_{21}$, which is always equal to $x_{12}$ by symmetry, is suppressed). For $n \geq 3$ the situation becomes more complicated, because $\mathcal{P}$ is neither polyhedral nor
smooth: any matrix of rank less than $n-1$ is on the boundary, but the boundary is not differentiable at such points.

## A.4. Geometric spaces

A.4.1. Linear, affine and projective spaces. While from an algebraic point of view linear spaces are most basic, in a geometric setting it is often more convenient to use (real) affine and projective spaces. An affine space is simply a linear space where the location of the origin is forgotten. To be precise, all we need to do is to define an affine subspace $A$ of a linear space $\mathbb{R}^{d}$ as a translation of a linear subspace $L \subseteq \mathbb{R}^{d}$ by a vector $a: A=L+a$. Two affine subspaces of the same dimension are parallel, if they are translates of the same linear subspace.

Projective spaces can be defined in two ways. The shortest way to construct a projective space $P^{d-1}$ from a linear space $\mathbb{R}^{d}$ is by deleting the origin and identifying parallel vectors. Projective subspaces are the images of linear subspaces under this identification. An important point to remember is that the dimension of $P^{d-1}$ is one less than the dimension of $\mathbb{R}^{d}$. In particular, a projective plane is obtained from a linear 3 -space this way.

If we consider coordinates, then a point in the projective $(d-1)$-space can be represented by a nonzero vector in $\mathbb{R}^{d}$, whose entries are called its homogeneous coordinates. We have to keep in mind that two vectors which are nonzero scalar multiples of each other represent the same projective point. Each projective $(d-2)$ dimensional hyperplane corresponds to a $(d-1)$-dimensional linear subspace. This can be described by an equation $\mathbf{a}^{\top} \mathbf{x}=0$. The entries of the vector $\mathbf{a}$ are the homogeneous coordinates of the hyperplane. From this description it is clear that we can interchange the roles of points and hyperplanes in projective spaces.

Another way of constructing a projective space is to start with an affine space, and extend it with ideal points, where an ideal point is created for each maximal family of parallel lines. The ideal point becomes an element of each line in this parallel family. The set of all ideal points is the ideal hyperplane. Every affine subspace is extended to a projective subspace by including the ideal points of lines contained in it; projective subspaces constructed this way are called ordinary. Additional ideal projective subspaces are formed by the ideal points added to an affine subspace; in other words, ideal subspaces are the intersections of ordinary subspaces with the idea hyperplane. Extension with ideal points does not change the dimension of an affine space.

In the first construction of projective spaces, it is clear that all subspaces of the same dimension are "alike", i.e., they can be transformed into each other by linear transformations of $V$. So even if the second construction seems to distinguish between ordinary and ideal subspaces, this is just an artifact of the construction method.

For this book, the significance of these constructions is that they allow us to represent configurations of linear subspaces of a $d$-dimensional linear space as configurations of subspaces of a $(d-1)$-dimensional projective space (Figure A.2 which we can visualize in a $(d-1)$-dimensional affine space (where we either don't need to think about ideal points, or visualize them as "infinitely distant").
A.4.2. Circle geometry. Linear, affine and projective geometries are built on (straight) lines, planes and flats. There is another beautiful piece of geometry


Figure A.2. A family of 2-dimensional linear subspaces in 3space, and their picture as lines in the projective plane.
built on circles and spheres. We are going to need some of its basic facts, which are summarized here.

For a radius $r>0$, a ball is the set of points at a distance at most $r$ from a given point $\mathbf{x}$ called its center. Its boundary is a $(d-1)$-sphere. The unit ball in $\mathbb{R}^{d}$ is the set $B^{d}=\left\{\mathbf{x} \in \mathbb{R}^{d}:|\mathbf{x}| \leq 1\right\}$, and the unit sphere is the set $S^{d-1}=\{\mathbf{x} \in$ $\left.\mathbb{R}^{d}:|\mathbf{x}|=1\right\}$. We can talk about a lower dimensional ball or sphere in $\mathbb{R}^{d}$ : this is a ball or sphere in an affine subspace. The intersection of a sphere with an affine subspace or with another sphere is either a sphere, or a point, or empty.

The intersection of a sphere $S$ with a closed affine halfspace $H$, assuming it is not empty, not the whole sphere, and not a single point, is called a cap. The cap is proper if $H$ does not contain the center of the sphere.

For a cap $C$ on the sphere $S$, there are three possible points that can be thought of as its "center". Let us assume, for simplicity, that $S=S^{d-1}$, and we are working in $\mathbb{R}^{d}$. The line $\ell$ through the center of $S$ orthogonal to the halfspace $H$ intersects the sphere at two points, one of which belongs to the cap; we call this the center of the cap. The line $\ell$ intersects the boundary of $H$ at a point, which we call the inner center of the cap. Finally, assuming that the cap is proper, $\ell$ contains a point from which the visible part of the sphere is exactly $C$; we call this point the pole of the cap.

Inversion. Also called "reflection in a sphere", inversion is an involution of the $d$-space. To be more precise, inversion with respect to the a $(d-1)$-dimensional sphere $S \subset \mathbb{R}^{d}$ centered at the origin and with radius $r$ is defined as the map

$$
\begin{equation*}
\mathbf{x} \mapsto \frac{r^{2}}{|\mathbf{x}|^{2}} \mathbf{x} \tag{A.1}
\end{equation*}
$$

Inversion with respect to a sphere with another center can be defined by shifting the coordinate system accordingly. This definition is valid in every dimension, but we will use it mostly in dimension 2 .

The points of the sphere are fixed by this transformation, and interior points are mapped onto exterior points and vice versa. For the origin, inversion is not defined by A.1. We can say that this involution is a transformation of $\mathbb{R}^{d} \backslash\{0\}$, or-often better-we can add a "point at infinity", denoted by $\infty$, and define 0 and $\infty$ to be images of each other. The inner center and pole of a proper cap are inverses of each other (Figure A.3).

Perhaps the most important property of involution is that it is spherepreserving. More precisely, inversion preserves the set of $(d-1)$-dimensional spheres


Figure A.3. Left: A pair of inverse points as the center and pole of a cap on a 1-dimensional sphere. Right: The inverse of a circle.
and hyperplanes (we can consider hyperplanes as degenerate spheres). Hyperplanes through the origin are mapped onto themselves. Hyperplanes not going through the origin are mapped onto spheres going through the origin, and vice versa. Spheres not going through the origin are mapped onto spheres not going through the origin.

Inversion also preserves angles between two smooth curves intersecting each other, in particular it preserves angles between intersecting circles and/or lines.

Stereographic projection. Let $S$ be a sphere in the $d$-dimensional space, and let $\mathbf{a} \in S$ be any point on the sphere, and let $\mathbf{b}$ be its antipode. Let $H$ be a hyperplane orthogonal to the diagonal $\mathbf{a}-\mathbf{b}$, not going through $a b$. Projecting the sphere from $a b$ onto $H$ is called stereographic projection. While this definition is important in every dimension, we will use it mostly in dimension 3 . Sometimes we call a the "North pole", and its antipode, the "South pole" (Figure A.4).

The choice of $H$ is not very important: replacing it by another, parallel hyperplane results only in a homothetical transformation in the plane. The plane $H$ is sometimes chosen to be tangent to $S$ at the South pole, sometimes passing through the center of the sphere; the former choice has the advantage that it is almost an isometry near the South pole; the latter, that it leaves the equator invariant. The inverse stereographic projection, projecting the plane onto the sphere from a to $S$, is also used here and there in this book.


Figure A.4. Stereographic projection of a circle.
A little computation shows that (assuming $H$ is the hyperplane tangent to $S$ at the South pole) stereographic projection can be thought of as inversion with respect to the sphere centered at the North pole and going through the South pole. This implies that stereographic projection and its inverse map circles and lines onto circles and/or lines, and preserve the angle between them.

Möbius transformations. Let us restrict our attention to a 2 -sphere $S$. We consider bijective homeomorphisms of $S$ onto itself that map circles onto circles; we call such a map circle-preserving. A trivial example is the reflection of the sphere in a plane through its center; this reverses the orientation of circles. Circle-preserving maps that also preserve the orientation are called Möbius transformations. It is easy to see that every circle-preserving orientation-reversing map can be obtained as a Möbius transformation followed by a reflection.

These transformations of a sphere $S$ can be described in various ways. Möbius transformations are exactly those maps of the form

$$
z \mapsto \frac{a z+b}{c z+d}, \quad \frac{-c}{d} \mapsto \infty, \quad \infty \mapsto \frac{a}{c} .
$$

(where $a, b, c, d$ are complex numbers such that $a d-b c \neq 0$, and the sphere $S$ is identified with $\mathbb{C} \cup\{\infty\}$ ). Circle-preserving transformations of $S$ can be obtained from projective transformations of the projective 3 -space keeping $S$ invariant, by restricting them to $S$. We can also apply a stereographic projection of $S$ to a plane not necessarily tangent to $S$ (keeping in mind that the North pole is mapped onto an additional point $\infty$ ), move the plane to some other position in space, and project it back. Inversion with respect to another sphere $S^{\prime}$ orthogonal to $S$, restricted to $S$, is a circle preserving, but orientation reversing transformation of $S$, and every circle preserving transformation of $S$ can be decomposed as a product of such inversions.

Circle-preserving transformations of $S^{2}$ form a group $\overline{\mathcal{M}}$, of which Möbius transformations form a subgroup $\mathcal{M}$ of index 2. Another subgroup is the group $\mathcal{O}(3)$ of orthogonal transformations (isometries of the sphere). We will need the fact that every finite subgroup of $\overline{\mathcal{M}}$ is conjugate to a subgroup of $\mathcal{O}(3)$.
A.4.3. Cross ratio. The cross ratio ( $\left.\mathbf{v}_{1}: \mathbf{v}_{2}: \mathbf{v}_{3}: \mathbf{v}_{4}\right)$ of four vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}, \mathbf{v}_{4}$ in a 2-dimensional subspace of a linear space, no two of which are parallel, is defined as follows: we can write $\mathbf{v}_{3}=\lambda_{1} \mathbf{v}_{1}+\lambda_{2} \mathbf{v}_{2}$ and $\mathbf{v}_{4}=\mu_{1} \mathbf{v}_{1}+\mu_{2} \mathbf{v}_{2}$, and define

$$
\left(\mathbf{v}_{1}: \mathbf{v}_{2}: \mathbf{v}_{3}: \mathbf{v}_{4}\right)=\left(\lambda_{1} \mu_{2}\right) /\left(\lambda_{2} \mu_{1}\right) .
$$

This number is invariant under scaling of the vectors $\mathbf{v}_{i}$ by nonzero real numbers, which implies that the cross-ratio can be defined for any four distinct collinear points in a projective space. Under duality, cross-ratio can be defined for any four distinct hyperplanes sharing a hyperline.

A much more significant property of the cross-ratio of vectors is that it is invariant under linear transformations of the linear space (equivalently, under projective transformations of the projective space). In particular, projecting a line $\ell$ in the projective space onto another line $\ell^{\prime}$ from any point not on either one of them, the cross ratio of any four points is preserved.

Cross ratios are also important in circle geometry. For four points $u, v, w, z$ in the complex plane, we can define the complex cross ratio

$$
(u: v: w: z)=\frac{(w-u)(z-v)}{(w-v)(z-u)}
$$

This quantity is real if and only of the four points are on a circle or on a line. It is invariant under Möbius transformations of the complex plane (see Section A.4.2).
A.4.4. Rank, dimension and hull. One potentially confusing thing about these different spaces is that notions like "hull" and "rank" mean different constructions. In each case, the "hull" of a set is the smallest subspace containing it, a set of points is "independent", if no element of it is contained in the hull of the others, and the "rank" of a set is the maximum size of an independent subset of it. Specifically, we define its linear hull of a subset $S \subseteq \mathbb{R}^{d}$ as

$$
\operatorname{lin}(S)=\left\{\sum_{i=1}^{k} x_{i} \mathbf{a}_{i}: \mathbf{a}_{i} \in S, x_{i} \in \mathbb{R}, k \in \mathbb{N}\right\}
$$

and its affine hull as

$$
\operatorname{aff}(S)=\left\{\sum_{i=1}^{k} x_{i} \mathbf{a}_{i}: \mathbf{a}_{i} \in S, x_{i} \in \mathbb{R}, \sum_{i} x_{i}=1, k \in \mathbb{N}\right\}
$$

The $\operatorname{rank} \operatorname{rk}(S)=\operatorname{dim}(\operatorname{lin}(S))$ is just the rank of the matrix $A$ whose columns are the vectors in $S$. We define the affine rank $\mathrm{rk}_{\text {aff }}(S)$ is the rank of the matrix $\binom{\mathbb{1}}{A}$.

We define the convex hull: of $S \subseteq \mathbb{R}^{d}$ by

$$
\operatorname{conv}(S)=\left\{\sum_{i=1}^{k} x_{i} \mathbf{a}_{i}: \mathbf{a}_{i} \in S, x_{i} \in \mathbb{R}, x_{i} \geq 0, \sum_{i} x_{i}=1, k \in \mathbb{N}\right\}
$$

There are some relations between these notions, like

$$
\operatorname{conv}(S) \subseteq \operatorname{aff}(S) \subseteq \operatorname{lin}(S), \quad \text { and } \quad \operatorname{aff}(S)=S+\operatorname{lin}(S-S)
$$

For a family $\mathcal{F}$ of subsets of $\mathbb{R}^{d}$, we use the notation

$$
\operatorname{rk}(\mathcal{F})=\operatorname{rk}(\cup \mathcal{F})=\operatorname{rk}\left(\bigcup_{L \in \mathcal{F}} L\right)
$$

If $J \subseteq \mathbb{R}^{d}$ is a subspace, then for every vector a, we denote by a/J its orthogonal projection onto the orthogonal complement $J^{\perp}$ of $J$. For any subset $X \subseteq \mathbb{R}^{d}$, the set $X / J$ is defined analogously.

Generalizing linear independence of vectors, we will call a family $\left\{L_{1}, \ldots L_{m}\right\}$ of non-null linear subspaces of $\mathbb{R}^{d}$ linearly independent, if every set of nonzero vectors $x_{1}, \ldots, x_{n}$, where $x_{i} \in L_{i}$, is linearly independent. Two subspaces are linearly independent if any only if their intersection is the zero subspace. There are equivalent definitions, whose equivalence is easy to prove, but it is useful to collect them in a Proposition.

Proposition A.4. For a family $\mathcal{L}=\left\{L_{1}, \ldots L_{m}\right\}$ of non-null linear subspaces of $\mathbb{R}^{d}$, the following are equivalent:
(a) $\left\{L_{1}, \ldots L_{m}\right\}$ are linearly independent.
(b) Every $L_{i}$ intersects $\operatorname{lin}\left(L_{1} \cup \cdots \cup L_{i-1}\right)$ in the zero subspace $(i=2, \ldots, m)$.
(c) Whenever $x_{i} \in L_{i}$ and $x_{1}+\ldots x_{m}=0$, then $x_{1}=\cdots=x_{m}=0$.
(d) $\operatorname{dim}\left(L_{1}+\cdots+L_{m}\right)=\operatorname{dim}\left(L_{1}\right)+\cdots+\operatorname{dim}\left(L_{m}\right)$.
(e) For any two indices $1 \leq i<j \leq m$, we have

$$
\operatorname{lin}\left(\mathcal{L} \backslash\left\{L_{i}\right\}\right) \cap \operatorname{lin}\left(\mathcal{L} \backslash\left\{L_{j}\right\}\right)=\operatorname{lin}\left(\mathcal{L} \backslash\left\{L_{i}, L_{j}\right\}\right)
$$

In the language of projective spaces, we say that a set of projective subspaces is independent, if the corresponding linear subspaces are linearly independent. Proposition A.4 can be reformulated: for example, a family of subspaces in a projective space is independent if and only if each of them is disjoint from the (projective) subspace spanned by the others. If the family consists of $k$ lines, then they are independent if and only if they span a $(2 k-1)$-dimensional subspace.

## A.5. Exterior algebra

A.5.1. Cross product. The following construction is probably familiar from physics to most readers. For $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{3}$, we define their cross product as the vector

$$
\begin{equation*}
\mathbf{a} \times \mathbf{b}=|\mathbf{a}||\mathbf{b}| \sin \phi \mathbf{u}, \tag{A.2}
\end{equation*}
$$

where $\phi$ is the angle between $\mathbf{a}$ and $\mathbf{b}(0 \leq \phi \leq \pi)$, and $\mathbf{u}$ is a unit vector in $\mathbb{R}^{3}$ orthogonal to the plane of $\mathbf{a}$ and $\mathbf{b}$, so that the triple $(\mathbf{a}, \mathbf{b}, \mathbf{u})$ is right-handed (positively oriented). The definition of $\mathbf{u}$ is ambiguous if $\mathbf{a}$ and $\mathbf{b}$ are parallel, but then $\sin \phi=0$, so the cross product is 0 anyway. The length of the cross product gives the area of the parallelogram spanned by $\mathbf{a}$ and $\mathbf{b}$.

The cross product is distributive with respect to linear combination of vectors, it is anticommutative: $\mathbf{a} \times \mathbf{b}=-\mathbf{b} \times \mathbf{a}$, and $\mathbf{a} \times \mathbf{b}=0$ if and only if $\mathbf{a}$ and $\mathbf{b}$ are parallel. The cross product is not associative; instead, it satisfies the Expansion Identity

$$
\begin{equation*}
(\mathbf{a} \times \mathbf{b}) \times \mathbf{c}=\left(\mathbf{a}^{\top} \mathbf{c}\right) \mathbf{b}-\left(\mathbf{b}^{\top} \mathbf{c}\right) \mathbf{a} \tag{A.3}
\end{equation*}
$$

which implies the Jacobi Identity

$$
\begin{equation*}
(\mathbf{a} \times \mathbf{b}) \times \mathbf{c}+(\mathbf{b} \times \mathbf{c}) \times \mathbf{a}+(\mathbf{c} \times \mathbf{a}) \times \mathbf{b}=0 . \tag{A.4}
\end{equation*}
$$

Another useful replacement for the associativity is the following.

$$
\begin{equation*}
(\mathbf{a} \times \mathbf{b})^{\top} \mathbf{c}=\mathbf{a}^{\top}(\mathbf{b} \times \mathbf{c})=\operatorname{det}(\mathbf{a}, \mathbf{b}, \mathbf{c}) \tag{A.5}
\end{equation*}
$$

(here $(\mathbf{a}, \mathbf{b}, \mathbf{c})$ is the $3 \times 3$ matrix with columns $\mathbf{a}, \mathbf{b}$ and $\mathbf{c}$ ).
Sometimes we use the cross product in the special case when the vectors lie in a fixed plane $\Pi$. Let $\mathbf{k}$ be a unit vector normal to $\Pi$, then $\mathbf{a} \times \mathbf{b}$ is $A \mathbf{k}$, where $A$ is the signed area of the parallelogram spanned by $\mathbf{a}$ and $\mathbf{b}$ (this means that $A$ is positive if and only if a positive rotation takes the direction of a to the direction of $\mathbf{b}$, when viewed from the direction of $\mathbf{k}$ ). In this case all the information about $\mathbf{a} \times \mathbf{b}$ is contained in this scalar $A$, which in tensor algebra will be denoted by $\mathbf{a} \wedge \mathbf{b}$ (see below).
A.5.2. Exterior product. A couple of times we need the more general construction of exterior product. We need to define a $k$-tensor over the vector space $V=\mathbb{R}^{d}$ as a map $T: V^{k} \rightarrow \mathbb{R}$ that is linear in each variable. This is more restrictive than the usual definition, but it will suffice for our purposes. The simplification means that we identify $V$ with the space $V^{*}$ of linear functionals on $V$ : a vector $\mathbf{y} \in \mathbb{R}^{d}$ acts on $\mathbb{R}^{d}$ by $\mathbf{x} \mapsto \mathbf{y}^{\top} \mathbf{x}$. All $k$-tensors form a linear space of dimension $d^{k}$.

A tensor is antisymmetric, if interchanging two variables multiplies the function value by -1 . Perhaps the most important example is the determinant $\operatorname{det}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{d}\right)\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{d} \in \mathbb{R}^{d}\right)$. All antisymmetric $k$-tensors form a linear space $\wedge^{k} V$ of dimension $\binom{d}{k}$. In particular, there are no nontrivial antisymmetric $k$ tensors for $k>d$, and antisymmetric $d$-tensors are scalar valued and just constant multiples of the determinant.

Every $k$-tensor $T$ gives rise to an antisymmetric one by antisymmetrization:

$$
\mathcal{A} T\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right)=\frac{1}{k!} \sum_{\pi \in S_{k}} \operatorname{sgn}(\pi) T\left(\mathbf{v}_{\pi(1)}, \ldots, \mathbf{v}_{\pi(k)}\right)
$$

The tensor product of two tensors $T$ and $S$ is defined simply as the product of functions, with disjoint sets of variables:

$$
(T \circ S)\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{d}, w_{1}, \ldots, w_{r}\right)=T\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{d}\right) S\left(w_{1}, \ldots, w_{d}\right)
$$

For two antisymmetric tensors, this product is not antisymmetric, but it can be made antisymmetric; this way we define their exterior product

$$
T \wedge S=\mathcal{A}(T \circ S)
$$

Every vector $\mathbf{u} \in \mathbb{R}^{d}$ can be considered as 1-tensor, since it defines a linear map $\mathbf{x} \mapsto \mathbf{u}^{\top} \mathbf{x}$, which is trivially antisymmetric. We can define the exterior product of two vectors:

$$
\mathbf{u} \wedge \mathbf{v}=\frac{1}{2}(\mathbf{u} \circ \mathbf{v}-\mathbf{v} \circ \mathbf{u})
$$

or indeed, any number of vectors:

$$
\mathbf{u}_{1} \wedge \cdots \wedge \mathbf{u}_{k}=\mathcal{A}\left(\mathbf{u}_{1} \circ \cdots \circ \mathbf{u}_{k}\right)
$$

Antisymmetric $k$-tensors of the form $\mathbf{u}_{1} \wedge \cdots \wedge \mathbf{u}_{k}$ generate the space $\wedge^{k} V$; in fact, it suffices to restrict $\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}$ to elements of any fixed basis. We consider the tensors $\mathbf{e}_{i_{1}} \wedge \cdots \wedge \mathbf{e}_{i_{k}}\left(1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq d\right)$ as the standard basis in $\wedge^{k} V$. It is not hard to see that $\mathbf{u}_{1} \wedge \cdots \wedge \mathbf{u}_{k} \neq 0$ if and only if $\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}$ are linearly independent.

From the dimension formula it follows that $\wedge^{k} V \cong \wedge^{d-k} V$. In fact, we can consider a tensor $\mathbf{v}_{1} \wedge \cdots \wedge \mathbf{v}_{d-k}$ as a linear functional on $\wedge^{k} V$ acting as

$$
\left(\mathbf{v}_{1} \wedge \cdots \wedge \mathbf{v}_{d-k}\right)\left[\mathbf{u}_{1} \wedge \cdots \wedge \mathbf{u}_{k}\right]=\operatorname{det}\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}, \mathbf{v}_{1}, \ldots, \mathbf{v}_{d-k}\right)
$$

(extending linearly to $\wedge^{k} V$ and $\wedge^{d-k} V$ ). This gives an explicit identification between $\wedge^{k} V$ and $\wedge^{d-k} V$. If $\mathbf{u}, \mathbf{v} \in \mathbb{R}^{3}$, then $\mathbf{u} \wedge \mathbf{v} \in \wedge^{2} \mathbb{R}^{3} \cong \mathbb{R}^{3}$, and so $\mathbf{u} \wedge \mathbf{v}$ can be considered as a vector in $\mathbb{R}^{3}$. It is easy to check that this vector is just the cross product $\mathbf{u} \times \mathbf{v}$.

If $\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}$ and $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$ are two sets of linearly independent vectors, then $\mathbf{u}_{1} \wedge \cdots \wedge \mathbf{u}_{k}$ and $\mathbf{v}_{1} \wedge \cdots \wedge \mathbf{v}_{k}$ are nonzero scalar multiples of each other if and only if $\operatorname{lin}\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}\right)=\operatorname{lin}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right)$. So if $U$ is a linear subspace of $\mathbb{R}^{d}$, then the exterior product of a basis of $U$ is an encoding of the subspace that is (almost, up to a nonzero scalar) independent of the basis selected, and we will denote it by $T_{U}$. If $U$ and $W$ are two linear subspaces, then $T_{U} \wedge T_{V} \neq 0$ if and only if $U \cap V=0$; in this case, $T_{U} \wedge T_{V}=T_{U+V}$.

The following identity about determinants, called the Binet-Cauchy Formula, will be useful. For a matrix $A$ and subset $S$ of its rows, we denote by $A_{S}$ the submatrix consisting of the rows in $S$. Let $A, B \in \mathbb{R}^{n \times m}$, where $m \leq n$. Then

$$
\begin{equation*}
\operatorname{det}\left(A^{\top} B\right)=\sum_{S \in\binom{[n]}{m}} \operatorname{det}\left(A_{S}^{\top} B_{S}\right) \tag{A.6}
\end{equation*}
$$

## APPENDIX B

## Graphs

## B.1. Basics

A graph, unless otherwise emphasized, is a simple graph, i.e., it has no loops (edges connecting a node to itself) or parallel edges. We use the word node for the node of a graph, the word vertex for the vertex of a polytope, and the word point for points in the plane or in other spaces. If we need multiple edges, we use the word multigraph. If we need loops, we say this explicitly.

For the graph denoted by $G$, we denote its node set by $V$ and its edge set by $E$, and the numbers of nodes and edges of $G$ by $n$ and $m$, respectively. Unless we state otherwise, we tacitly assume that $V=[n]=\{1, \ldots, n\}$. For $S \subseteq V$, we denote by $G[S]=(S, E[S])$ the subgraph induced by $S$. For a simple graph $G$, we denote by $\bar{G}=(V, \bar{E})$ the complementary graph, often called the complement of $G$. The number of connected components of a graph $G$ will be denoted by $c(G)$.

A set of mutually adjacent nodes is called a clique, and a set of mutually non-adjacent nodes, a stable set. Nonadjacent nodes are often called "independent", and so a stable set of nodes is called an "independent set"; but this word is overloaded even in the context of this book, since we have to talk about "linearly independent vectors", "algebraically independent numbers", and also about "independent events".

We denote the neighborhood of a node $v$ in a $G$ (the set of nodes adjacent to it) by $N_{G}(v)$, or in the case when the graph is understood, by $N(v)$. The degree of the node $v$, the number of edges with an endpoint in $v$, will be denoted by $\operatorname{deg}(v)$. For a simple graph, $\operatorname{deg}(v)=|N(v)|$. Two nodes of a graph are twins, if they have the same neighborhoods. We say that a node $w$ distinguishes $u$ and $v$, if is connected to one but not to the other. So two nodes are twins if and only if they are not distinguished by any node. If no loops are allowed (most of the time in this book), then twin nodes must be nonadjacent.

The linegraph $L(G)$ of $G$ is defined on $V(L(G))=E$, where to edges of $G$ are adjacent in $L(G)$ if and only if they have a node in common.

We have to introduce several basic graph parameters that will be used throughout this book.
$\omega(G)$ : clique number, the number of nodes of the largest clique;
$\alpha(G)$ : stability number, the number of nodes of the largest stable set;
$\chi(G)$ : chromatic number, the minimum number of stable sets into which the node set can be partitioned.

Clearly the stability number of a graph is the clique number of its complement; we do not introduce a separate expression for the chromatic number $\chi(\bar{G})$ of the
complement. We define a metric $d_{G}$ on $V$, where $d_{G}(u, v)$ is the minimum length of path in $G$ connecting $u$ and $v$.

For $X \subseteq V$, we denote by $N(X)$ the set of neighbors of $X$, i.e., the set of nodes $j \in V$ for which there is a node $i \in V$ such that $i j \in E$. Warning: $N(X)$ may intersect $X$ (if $X$ is not a stable set). We denote by $\bar{N}$ the neighborhood in the complementary graph: $\bar{N}(i)=V \backslash N(i) \backslash i$.

Let $G=(V, E)$ be a directed graph. For an edge (arc) $e$, we denote by hd $(e)$ and $\operatorname{tl}(e)$ the head and the tail of $e$.

## B.2. Flows and cuts

Let $G$ be a directed graph and $s, t \in V$. A vector $z \in \mathbb{R}_{+}^{E}$ is called an $s$ - $t$ flow, if the flow into any node other than $s$ or $t$ is equal to the flow out of this node:

$$
\sum_{e: \operatorname{hd}(e)=v} z_{e}=\sum_{e: \mathrm{t}(e)=v} z_{e} \quad(v \in V \backslash\{s, t\})
$$

It is easy to check that

$$
\sum_{e: \operatorname{hd}(e)=t} z_{e}-\sum_{e: \mathrm{tt}(e)=t} z_{e} \sum_{e: \mathrm{tt}(e)=s} z_{e}-\sum_{e: \operatorname{hd}(e)=s} z_{e} ;
$$

the common value $\omega$ of the two sides is the value of the flow. All these equations can be written compactly as $B^{\top} z=\omega\left(\mathbb{1}_{t}-\mathbb{1}_{s}\right)$.

From the rich theory of flows, we only recall its central result, the Max-Flow-Min-Cut Theorem Ford-Fulkerson 1962 (see e.g. Schrijver 2003 for much more). An $s$ - $t$ cut $(s, t \in V)$ is defined by a set of nodes $U$ with $s \in U$ but $t \notin U$, as the set of edges $e \in E$ with $\mathrm{tl}(e) \in U$ but $\mathrm{hd}(e) \notin U$. Every edge $e$ of the graph has a capacity $c_{e} \geq 0$ assigned to it. A flow $z$ is feasible, if $0 \leq z_{e} \leq c_{e}$ for every edge $e$. The capacity of a cut $C$ is the sum of capacities of its edges.

Theorem B. 1 (Max-Flow-Min-Cut Theorem). The maximum value of a feasible s-t flow is equal to the minimum capacity of an s-t cut.

A fundamental theorem in graph theory, Menger's Theorem is closely related to flow theory; it can be derived from the Max-Flow-Min-Cut Theorem. For $X, Y \subseteq V$, we denote by $\kappa(X, Y)$ connectivity between $X$ and $Y$, defined as the minimum number of nodes that cover all $X-Y$ paths in $G$ (paths connecting a node in $X$ to a node in $Y$ ).

Theorem B. 2 (Menger's Theorem I). $\kappa(X, Y)$ the maximum number of node disjoint $X-Y$ paths.
(If $X$ and $Y$ are not disjoint, some of these paths may consist of a single node.)
A graph $G$ is $k$-connected if and only if $n>k$ and $\kappa(X, Y)=k$ for any two $k$-subsets $X$ and $Y$. The largest $k$ for which this holds is the node-connectivity of $G$, denoted $\kappa(G)$. The complete graph $K_{n}$ is $(n-1)$-connected but not $n$-connected. A version of Menger's Theorem characterizes node connectivity:

Theorem B. 3 (Menger's Theorem II). A simple graph $G$ is $k$-connected if and only if $n>k$ and any two nodes are connected by $k$ paths that are disjoint except for their endpoints.

Further versions of Menger's Theorem concern edge-disjoint paths and separating sets by edges; for these, we refer to any basic graph theory book.

## B.3. Matrices associated with graphs

Let $G$ be a (finite, undirected, simple) graph with node set $V(G)=[n]$. The adjacency matrix of $G$ is be defined as the $n \times n$ matrix $A_{G}=A=\left(A_{i j}\right)$ in which

$$
A_{i j}= \begin{cases}1, & \text { if } i \text { and } j \text { are adjacent } \\ 0, & \text { otherwise }\end{cases}
$$

(We suppress the subscript $G$ if the graph is understood.)
We can extend this definition to the case when $G$ has multiple edges: we just let $A_{i j}$ be the number of edges connecting $i$ and $j$. We can also have weights on the edges, in which case we let $A_{i j}$ be the weight of the edge. We could also allow loops and include this information in the diagonal.

The Laplacian of the graph is defined as the $V \times V$ matrix $L_{G}=L=\left(L_{i j}\right)$ in which

$$
L_{i j}= \begin{cases}\operatorname{deg}(i), & \text { if } i=j \\ -A_{i j}, & \text { if } i \neq j\end{cases}
$$

In the case of edge-weighted graphs, we define $\operatorname{deg}(i)=\sum_{j} A_{i j}$. So $L=D-A$, where $D=D_{G}$ is the diagonal matrix of the degrees of $G$. Clearly $L \mathbb{1}=0$. The normalized Laplacian is defined as $\widehat{L}=D^{-1 / 2} L D^{-1 / 2}$.

The (generally nonsquare) incidence matrix of $G$ comes in two flavors. For an undirected graph $G$, we define its node-edge incidence matrix $M=M_{G}$ as the $E \times V$ matrix for which

$$
M_{e v}= \begin{cases}1 & \text { if } v \text { is an endpoint of } e \\ 0 & \text { otherwise }\end{cases}
$$

Often, however, the following matrix is more useful. We consider a directed graph $G$, and let $B=B_{G}$ denote the $E \times V$ matrix for which

$$
B_{e v}= \begin{cases}1 & \text { if } v=\mathrm{hd}(e) \\ -1 & \text { if } v=\mathrm{tl}(e) \\ 0 & \text { otherwise }\end{cases}
$$

While $B_{G}$ depends on the orientation of $G$, changing the orientation only means scaling some rows by -1 , which often does not matter much, and we can use $B$ for any undirected graph, giving it an arbitrary reference orientation. Column $b_{v}=B_{G}^{\top} \mathbb{1}_{v}$ of $B$, corresponding to node $v$, satisfies $\left|b_{v}\right|^{2}=\operatorname{deg}(v)$. For an edge $e=u v$, the corresponding column of $B^{\top}$ is $\mathbb{1}_{v}-\mathbb{1}_{u}$. In topological terms, $B$ is the (0-dimensional) coboundary operator. Its transpose $B^{\top}$ is the (1-dimensional) boundary operator.

It is easy to check that, independently of the orientation, $L=B^{\top} B$. This implies that the Laplacian $L$ is positive semidefinite. It is worth while to express this equation in terms of quadratic forms:

$$
\begin{equation*}
\mathbf{x}^{\top} L \mathbf{x}=(B \mathbf{x})^{\top}(B \mathbf{x})=\sum_{i j \in E}^{n}\left(x_{i}-x_{j}\right)^{2} \tag{B.1}
\end{equation*}
$$

We need some general terminology. Given a graph $G$, a $G$-matrix is a symmetric matrix $M \in \mathbb{R}^{V \times V}$ such that $M_{i j}=0$ for every edge $i j \in \bar{E}$. A $G$-matrix is wellsigned, if $M_{i j}<0$ for all $i j \in E$. (Note that we have not imposed any condition on
the diagonal entries.) So the adjacency matrix $A$ is a $G$-matrix, and the Laplacian $L$ is a well-signed $G$-matrix. We denote the linear space of $G$-matrices by $\mathcal{M}_{G}$.
B.3.1. Nullspaces and ranges. Let us fix a connected graph G. Every vector $x$ in the (right) nullspace of $B$ satisfies $x_{i}=x_{j}$ for every edge $i j$. So $x$ is scalar multiple of $\mathbb{1}$. The row space of $B$ is the orthogonal complement of this space, i.e., the set of all vectors in $\mathbb{R}^{V}$ with coordinates summing to 0 . (B.1) implies that the nullspace of $L$ is the same as the nullspace of $B$, and similar conclusion holds for the row space of $L$. It follows that $\operatorname{rk}(L)=\operatorname{rk}(B)=n-1$.

To determine the column space of $B$ (equivalently, the range of $B^{\mathrm{T}}$ ), notice that $(B \mathbf{x})_{e}=x_{\mathrm{hd}(e)}-x_{\mathrm{tl}(e)}$ for $\mathbf{x} \in \mathbb{R}^{V}$. A vector on the (oriented) edges arising as differences of a vector on the nodes is called a potential. Potentials form a linear space $\mathcal{A}=\mathcal{A}_{G}=\operatorname{Rng}(B)$, with $\operatorname{dim}(\mathcal{A})=\operatorname{rk}(B)=n-1$. (See Section 4.1 for more on potentials.)

The nullspace of $B^{\top}$ is more interesting. A vector $z \in \mathbb{R}^{E}$ is called a circulation if $B^{\top} z=0$. Explicitly, this means that $z$ satisfies the flow condition (conservation condition) at each node:

$$
\left(B^{\top} z\right)_{v}=\sum_{e: \operatorname{hd}(e)=v} z_{e}-\sum_{e: \mathrm{t}(e)=v} z_{e}=0 .
$$

Every cycle $C$ in $G$ defines two circulations, obtained by sending one unit of flow around the cycle, in either direction. In other words, the circulation $f_{C}$ defined by a cycle $C$ with an orientation (not necessarily an oriented cycle!) is defined by

$$
\left(f_{C}\right)_{e}= \begin{cases}1, & \text { if } e \text { is a forward edge of } C  \tag{B.2}\\ -1, & \text { if } e \text { is a backward edge of } C \\ 0, & \text { otherwise }\end{cases}
$$

Circulations form a linear space $\mathcal{A}^{\perp} \subseteq \mathbb{R}^{E}$, which is generated by the special circulations $f_{C}$. It is easy to see that $\operatorname{dim}\left(\mathcal{A}^{\perp}\right)=m-n+1$.

Reversing the orientation of an edge corresponds to multiplying the corresponding coordinate by -1 , both for $\mathcal{A}$ and $\mathcal{A}^{\perp}$. Reversing all edges does not change these linear spaces.

The rank, nullspace and range of the adjacency matrix $A$ do not have such a nice and easy descriptions (but see Section 9.1).

## B.4. Spectra of graphs

Eigenvalues of matrices associated with graphs are often closely related to their geometric representations, but of course they represent a topic about which several monographs have been written Chung 1997, Brouwer-Haemers 2011, Colin de Verdière 1998b. Here we give a very incomplete survey of some of the properties that play a role in our treatment, or at least motivate some of our considerations.

To fix notation, let $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n}$ be the eigenvalues of the adjacency matrix $A$ of a graph $G$, let $\mu_{1} \leq \mu_{2} \leq \cdots \leq \mu_{n}$ be the eigenvalues of the Laplacian $L$, and let $\nu_{1} \leq \nu_{2} \leq \cdots \leq \nu_{n}$ be the eigenvalues of the normalized Laplacian $\widehat{L}=D^{-1 / 2} L D^{-1 / 2}$. For a $d$-regular graph, we have $\mu_{i}=d-\lambda_{i}$ and $\nu_{i}=\mu_{i} / d$.
B.4.1. The leading eigenvalue. The Perron-Frobenius Theorem implies immediately that if $G$ is connected, then $\lambda_{1}$ has multiplicity 1 . This eigenvalue is relatively uninteresting, it is a kind of "average degree". More precisely, let $\bar{d}$, $d_{\max }$ and $d_{\min }$ denote the average, maximum and minimum degree, respectively. Then the following inequalities hold:

$$
\begin{equation*}
\max \left\{\bar{d}, \sqrt{d_{\max }}\right\} \leq \lambda_{1} \leq d_{\max } \tag{B.3}
\end{equation*}
$$

In particular, $\lambda_{1}=d$ for every $d$-regular graph. Inequalities B.3 imply that $d_{\text {min }} \leq \lambda_{1}$, which in turn implies by induction the following bound on the chromatic number:

$$
\begin{equation*}
\chi(G) \leq \lambda_{1}+1 \tag{B.4}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\omega(G) \leq \lambda_{1}+1 \tag{B.5}
\end{equation*}
$$

which is of course weaker than (B.4), but it is useful as a starting point of generalizations in Chapter 11 .

The smallest eigenvalue of the Laplacian $L_{G}$ is really uninteresting, since $\mu_{1}=0$. It follows from (B.1) that the Laplacian $L_{G}$ is singular and positive semidefinite. Furthermore, the multiplicity of 0 as an eigenvalue is equal to the number of connected components of $G$. Similar statement is not true for the adjacency matrix (if the largest eigenvalues of the connected components of $G$ are different, then the largest eigenvalue of the whole graph has multiplicity 1 ). This illustrates the phenomenon that the Laplacian is often better behaved algebraically than the adjacency matrix.
B.4.2. The smallest eigenvalue. It is a nice elementary fact that a graph is bipartite if and only if its spectrum is symmetric about the origin. For connected graphs, it suffices to look at the largest and smallest eigenvalues: A connected graph $G$ is bipartite if and only if $\lambda_{n}(G)=-\lambda_{1}(G)$.

For chromatic number larger than 2 , no similar full characterization in terms of eigenvalues can be given; but at least the necessity part of the result above can be generalized Hoffman 1970. The ratio between the largest and smallest eigenvalues can be used to give a lower bound on the chromatic number in terms of the spectrum (recall that B.4 provides an upper bound):

$$
\begin{equation*}
\chi(G) \geq 1-\frac{\lambda_{1}}{\lambda_{n}} \tag{B.6}
\end{equation*}
$$

The smallest eigenvalue is closely related to the characterization of linegraphs. It was noted in Hoffman 1977] that the smallest eigenvalue of the linegraph of a simple graph is at least -2 . This property "almost" characterizes linegraphs. It was proved in [Cameron et al. 1976] that if $G$ is a simple graph on at least 37 nodes, then $\lambda_{n}(G) \geq-2$ if and only if $G$ is obtained from the line-graph $L(H)$ by deleting a set of disjoint edges from each clique of $L(H)$ corresponding to the edges of $H$ connecting a node to nodes of degree 1.
B.4.3. The eigenvalue gap. The difference between the second and the first eigenvalues (the "eigenvalue gap") is an extremely important parameter in many branches of mathematics, and graph theory is no exception. We start with discussing the Laplacian $L$ of a connected graph $G$. The smallest eigenvalue of the Laplacian, which is zero, has multiplicity 1 . It is often important to bound the
next smallest eigenvalue $\lambda_{2}$ from below (and sometimes, from above). This is often called the Fiedler value of the graph. There are many good upper and lower bounds for $\lambda_{2}$ in terms of various graph parameters; for us, it will suffice to know that $\lambda_{2} \geq n^{-2}$ (see Zhang 2007) for a survey). In Section 5.4 we illustrate the use of geometric methods by proving an upper bound on the Fiedler value of planar graphs.

Since the smallest and the next smallest eigenvalues of $L$ are equal if and only if the graph is disconnected, we can expect that the gap between them is some kind of connectivity measure of the graph. Indeed, fundamental results relate the eigenvalue gap to expansion (isoperimetric) properties of graphs. These results (which have many related, but not equivalent, versions) can be considered as discrete analogues of Cheeger's inequality in differential geometry.

We illustrate this connection by two spectral estimates of the node-expansion and edge-expansion of a graph.

Expanders. This highly nontrivial class of graphs (more precisely, class of graph sequences) is the key element in many graph-theoretic constructions. An expander is a regular graph with small degree in which the number of neighbors of any set containing at most half of the nodes is at least a constant factor of its size. To be precise, the node-expansion $\operatorname{xp}(G)$ of a graph $G$ is defined as the largest $\varepsilon$ such that $|N(S) \backslash S| \geq \varepsilon|S|$ for every set $S \subset V$ with $|S| \leq n / 2$. An $(a, b)$-expander is an $a$-regular graph with $\operatorname{xp}(G) \geq b$.

Expanders play an important role in many applications of graph theory, in particular in computer science. The most important expanders are $d$-regular expanders, where $d \geq 3$ is a small constant. Such graphs are not easy to construct. One method is to do a random construction: for example, we can pick $d$ random perfect matchings on $2 n$ nodes (independently, uniformly over all perfect matchings), and let $G$ be the union of them. Deterministic constructions are much more difficult to obtain, and are typically based on deep algebraic facts. The first construction was given in Margulis 1973; see Lubotzky-Phillips-Sarnak for a construction that is optimal in some sense.

The following spectral bounds on the node-expansion of a d-regular graph Alon-Milman 1985, Alon 1986, play an important role in analyzing the above mentioned algebraic constructions:

$$
\begin{equation*}
\frac{1}{2 d} \mu_{2} \leq \operatorname{xp}(G) \leq 3 \sqrt{\mu_{2}} \tag{B.7}
\end{equation*}
$$

Since we are considering only regular graphs, these bounds are easily translated to the spectrum of the adjacency matrix or of the transition matrix.

Edge expansion. There is an equally important connection between the eigenvalue gap of the normalized Laplacian $\widehat{L}$ and a quantity that can be viewed as an edge-counting version of the expansion. For every subset $S \subseteq V$, let $\operatorname{deg}(S)=\sum_{i \in S} \operatorname{deg}(i)$, and define

$$
\Phi(G)=\min _{\emptyset \subset S \subset V} \frac{2 m e_{G}(S, V \backslash S)}{\operatorname{deg}(S) \operatorname{deg}(V \backslash S)}
$$

For a $d$-regular graph, this can be written as

$$
\Phi(G)=\min _{\emptyset \subset S \subset V} \frac{n}{d} \frac{e_{G}(S, V \backslash S)}{|S||V \backslash S|}
$$

The following basic inequality Jerrum-Sinclair 1989] is a discrete analogue of Cheeger's Inequality in differential geometry:

$$
\begin{equation*}
\frac{\Phi(G)^{2}}{16} \leq 1-\nu_{2} \leq \Phi(G) \tag{B.8}
\end{equation*}
$$

This inequality plays a central role in the theory of rapidly mixing Markov chains, which is however not the subject of this book.
B.4.4. Multiplicity of eigenvalues. Multiplicity of eigenvalues usually corresponds to symmetries in the graph (although the correspondence is not exact). It was proved in Mowshowitz 1971] and Petersdorf-Sachs 1970] that if all eigenvalues of $A$ are different, then every automorphism of $A$ has order 1 or 2.

There is also an interesting graph-theoretic property related to the other extreme case, when the graph has very few distinct eigenvalues. A graph $G$ is called strongly regular, if it is regular, and there are two nonnegative integers $a$ and $b$ such that for every pair $i, j$ of nodes the number of common neighbors of $i$ and $j$ is

$$
\begin{cases}a, & \text { if } i \text { and } j \text { are adjacent } \\ b, & \text { if } i \text { and } j \text { are nonadjacent. }\end{cases}
$$

Many interesting, highly symmetrical graphs are strongly regular. These graphs can be characterized in terms of their spectra: A connected graph $G$ is strongly regular if and only if it is regular and $A_{G}$ has at most 3 different eigenvalues.

The multiplicity of the second largest eigenvalue is also important; it is discussed in Chapter 16 in connection with the Colin de Verdière number.

## APPENDIX C

## Convex Bodies

## C.1. Polytopes and polyhedra

A convex body in $\mathbb{R}^{d}$ is a closed, bounded convex set that has an interior point. The convex hull of a finite set of points in $\mathbb{R}^{d}$ is called a (convex) polytope. The intersection of a finite number of halfspaces in $\mathbb{R}^{d}$ is called a (convex) polyhedron. (We'll drop the adjective "convex", because we never need to talk about nonconvex polyhedra.) Every polytope is a polyhedron. A polyhedron is a polytope if and only if it is bounded.

For every polyhedron, there is a unique smallest affine subspace that contains it, its affine hull. The dimension of a polyhedron is the dimension of its affine hull. A polyhedron [polytope] in $\mathbb{R}^{d}$ that has dimension $d$ (equivalently, that has an interior point) is called a $d$-polyhedron [d-polytope].

A hyperplane $H$ is said to support the polyhedron if it has a point in common with the polyhedron and the polyhedron is contained in one of the closed halfspaces with boundary $H$. A face of a polyhedron is its intersection with a supporting hyperplane. A face of a polyhedron that has dimension one less than the dimension of the polyhedron is called a facet. A face of dimension 0 (i.e., a single point) is called a vertex, a face of dimension 1 is called an edge. The vertices and edges of a polytope $P$ form a simple graph $G_{P}$, which we call the skeleton of the polytope.

Every face of a polyhedron [polytope] is a polyhedron [polytope]. Every vertex of a face is a vertex of the polyhedron. Every polytope has a finite number of faces. Every polytope is the convex hull of its vertices. The set of vertices is the unique minimal finite set of points whose convex hull is the polytope.

Every facet of a $d$-polyhedron $P$ spans a (unique) hyperplane, and this hyperplane is the boundary of a uniquely determined halfspace that contains the polyhedron. The polyhedron is the intersection of the halfspaces determined by its facets this way.

A convex cone in $\mathbb{R}^{n}$ is a set of vectors is closed under sum and multiplication by positive scalars. Note that according to this definition, the set $\mathbb{R}^{n}$ is a convex cone. We call the (topologically) closed cone pointed, if the origin is a vertex of it; equivalently, if it does not contain a line. Any system of homogeneous linear inequalities

$$
a_{1}^{\top} x \geq 0, \ldots, a_{m}^{\top} x \geq 0
$$

defines a convex cone; convex cones defined by such (finite) systems are called polyhedral.

Let $P$ be a polytope in $\mathbb{R}^{d}$, let $\mathbf{a} \in \mathbb{R}^{d}$, and let $\mathbf{u}$ be a vertex of $P$. Suppose that $P$ has a vertex $\mathbf{v}$ such that $\mathbf{a}^{\top} \mathbf{u}<\mathbf{a}^{\top} \mathbf{v}$. Then $P$ has a vertex $\mathbf{w}$ such that uw is an edge of $P$, and $\mathbf{a}^{\top} \mathbf{u}<\mathbf{a}^{\top} \mathbf{w}$.

Another way of formulating this is that if we consider the linear objective function $\mathbf{a}^{\top} \mathbf{x}$ on a polytope $P$, then from any vertex we can walk on the skeleton to a vertex that maximizes the objective function so that the value of the objective function increases at every step. This important fact is the basis for the Simplex Method. For our purposes, the following corollary this fact will be important as well: If $G$ is the skeleton of a $d$-polytope, $H$ is an (open or closed) halfspace containing an interior point of the polytope, then the subgraph of $G$ induced by those vertices of $P$ contained in this halfspace is connected.

## C.2. Polyhedral combinatorics

As mentioned in the Preface, many applications of geometry in combinatorics make use of polyhedra defined by combinatorial structures. We cannot develop this large theory here, but we need some of these polyhedra.

The Stable Set Polytope of a graph is an important example studied in Section 11.4.2. Here we describe a couple of other families related to flows and cuts only. We formulate these examples for directed graphs, but we can get the corresponding definitions and facts for undirected graphs by replacing every undirected edge by two, oppositely directed edges.

A few special properties of polytopes (more generally, of convex sets) are often encountered in combinatorial situations. A convex set $K \subseteq \mathbb{R}^{d}$ is called ascending, if $\mathbf{x} \in K, \mathbf{y} \in \mathbb{R}^{d}$ and $\mathbf{y} \geq \mathbf{x}$ implies that $\mathbf{y} \in K$. For any convex body $K$, we define its dominant as

$$
\widehat{K}=\left\{y \in \mathbb{R}^{d}: \exists x \in K, x \leq y\right\}
$$

This dominant is an ascending convex set. A convex set $K \subseteq \mathbb{R}^{d}$ is called a convex corner, if $K \subseteq \mathbb{R}_{+}^{d}$, and $\mathbf{x} \in K, \mathbf{y} \in \mathbb{R}_{+}^{d}$ and $\mathbf{y} \leq \mathbf{x}$ implies that $\mathbf{y} \in K$. A polytope which is a convex corner will be called a corner polytope.
C.2.1. Flows and cuts. In the following examples of particularly important combinatorial polyhedra, we fix a directed graph $G$ and two nodes $s, t \in V$. While there will be perhaps more versions than one would like to memorize, these are often related to each other in simple ways (containment, domination). We consider directed graphs, but corresponding notions and facts for undirected graphs can be obtained by replacing each edge by a pair of oppositely oriented edges.

We start with the path polytope, which is a polytope in $\mathbb{R}_{+}^{d}$, defined as the convex hull of indicator vectors of edge-sets of directed $s-t$ paths. Every vector in the path polytope is an $s$ - $t$ flow of value 1 . If we add circulations to these flows, we get all $s$ - $t$ flows of value 1. Such flows form the 1-valued flow polyhedron (this is not a polytope, since circulations can be unbounded).

The flow polyhedron is the set of all $s$ - $t$-flows. The 1 -valued flow polyhedron is the intersection of it with a hyperplane.

Often one considers the feasible flow polytope: every edge $e$ has a capacity $c_{e} \geq 0$, and we impose the conditions $x_{e} \leq c_{e}$ on the flow values $x_{e}$. Those capacity assignments that allow a feasible flow of value 1 also form a convex polyhedron; by the Max-Flow-Min-Cut Theorem, this is described by the inequalities

$$
\begin{aligned}
c_{e} & \geq 0 \\
\sum_{e \in C} c_{e} & \geq 1 \quad(\text { for every } s \text { - } t \text { cut } C) \text {. }
\end{aligned}
$$

This polyhedron is just the dominant of the path polytope, and we call it the path polyhedron.

We can also work on the node set of $G$. The node-path polytope is the convex hull of indicator vectors of interior nodes of directed $s$ - $t$ paths. This is a polytope in $\mathbb{R}^{V \backslash\{s, t\}}$. Its dominant, the node-path polyhedron can be described by the inequalities

$$
\begin{aligned}
x_{v} & \geq 0 \\
\sum_{v \in S} x_{v} & \geq 1 \quad(S \subseteq V \text { separates } s \text { and } t) .
\end{aligned}
$$

Closely related to the above constructions is another class of polyhedra. The cut polytope is the convex hull of indicator vectors of directed $s$ - $t$ cuts. Its dominant, the cut polyhedron consists of all assignments of nonnegative "lengths" $x_{e}$ to the edges for which the length of every $s$ - $t$ path is at least 1 ; formally,

$$
\begin{aligned}
x_{e} & \geq 0 \\
\sum_{e \in E(P)} x_{e} & \geq 1 \quad(\text { for every } s-t \text { path } P) .
\end{aligned}
$$

Again, we can consider the version for nodes. The node-cut polytope, defined in $\mathbb{R}^{V \backslash\{s, t\}}$, is the convex hull of indicator vectors of $s$ - $t$ node-cuts (minimal subsets of $V \backslash\{s, t\}$ intersecting every s-t path). The node-cut polyhedron is the dominant of the node-cut polytope. The node-cut polyhedron can be described by the inequalities

$$
\begin{aligned}
x_{v} & \geq 0 \\
\sum_{v \in S} x_{v} & \geq 1 \quad(S \subseteq V \text { separates } s \text { and } t) .
\end{aligned}
$$

## C.3. Polarity and variations

C.3.1. Polarity. Let $K$ be a convex body containing the origin as an interior point. The polar of $K$ is defined by

$$
K^{*}=\left\{\mathbf{x} \in \mathbb{R}^{d}: \mathbf{x}^{\top} \mathbf{y} \leq 1 \forall \mathbf{y} \in K\right\}
$$

It is clear that $K^{*}$ is a convex body as well, containing the origin in its interior. For every convex body $K$ we have $\left(K^{*}\right)^{*}=K$.

The polar of a polytope (containing the origin) is a polytope. Platonic bodies in the 3-dimensional space come in polar pairs, except that the regular tetrahedron is congruent to its own polar (Figure C.1).

For every vertex $\mathbf{v}$ of a polytope $P$, the inequality $\mathbf{v}^{\top} \mathbf{x} \leq 1$ defines a facet of $P^{*}$, and vice versa. The vector $\mathbf{v}$ is a normal vector of the facet $\mathbf{v}^{\top} \mathbf{x} \leq 1$. More generally, if $\mathbf{v}_{0}, \ldots, \mathbf{v}_{m}$ are the vertices of a $k$-dimensional face $F$ of $P$, then

$$
F^{\perp}=\left\{\mathbf{x} \in P^{*}: \mathbf{v}_{0}^{\top} \mathbf{x}=1, \ldots, \mathbf{v}_{m}^{\top} \mathbf{x}=1\right\}
$$

defines a $d-k$-1-dimensional face of $P^{*}$. Furthermore, $\left(F^{\perp}\right)^{\perp}=F$ (Figure C.2).
We can, at least formally, define $K^{*}$ for more general convex sets. If $K$ is convex cone with its apex at the origin, then the condition $\mathbf{x}^{\top} \mathbf{y} \leq 1$ for all $\mathbf{y} \in K$ implies that $\mathbf{x}^{\top} \mathbf{y} \leq 0$. So the polar of a convex cone is a convex cone. It is often more convenient to work with the negative of this, called the dual cone, defined as


Figure C.1. The 5 platonic bodies, in polar pairs (the tetrahedron is congruent to its own polar).


Figure C.2. A 2-dimensional polytope and its polar.
$\left\{x \in \mathbb{R}^{n}: x^{\top} y \geq 0 \forall y \in K\right\}$. This is again a convex cone. If $K$ is closed (in the topological sense), then applying either duality or polarity twice, we get $K$ back.

The nonnegative orthant is self-dual, and so is the cone of positive semidefinite matrices. If $K$ is a linear subspace, then its polar (or dual) is the orthogonal subspace $K^{\perp}$.
C.3.2. Blocking. There are two constructions similar to polarity that concern convex bodies not containing the origin in their interior; rather, contained in the nonnegative orthant.

The blocker of an ascending convex set $K \subseteq \mathbb{R}_{+}^{d}$ is defined by

$$
K^{\mathrm{bl}}=\left\{\mathbf{x} \in \mathbb{R}_{+}^{d}: \mathbf{x}^{\top} \mathbf{y} \geq 1 \forall \mathbf{y} \in K\right\}
$$

(Figure C.3).



Figure C.3. A 2-dimensional ascending polytope and its blocker.

The blocker of an ascending convex set is a closed ascending convex set. The blocker of an ascending polyhedron is an ascending polyhedron. For every ascending closed convex set $K$, we have $\left(K^{\mathrm{bl}}\right)^{\mathrm{bl}}=K$.

The correspondence between faces of a polyhedron $P$ and those of $P^{\text {bl }}$ is a bit more complicated than for polarity, and we describe the relationship between vertices and facets only. Every vertex $\mathbf{v}$ of $P$ gives rise to a facet of $P^{\mathrm{bl}}$, determined by the supporting hyperplane $\mathbf{v}^{\top} \mathbf{x} \geq 1$. This construction gives all the facets of $P^{\mathrm{bl}}$, except possibly those corresponding to the nonnegativity constraints $x_{i} \geq 0$, which may or may not define facets.

Example C.1. Fixing two nodes $s$ and $t$ of a graph $G$, the blocker of the path polyhedron is the cut polyhedron. The blocker of the node-path polyhedron is the node-cut polyhedron.

It is easy to see that every ascending convex body $K$ has a unique point $\mathbf{x}$ which is closest to the origin. (This point has combinatorial significance in several cases.) It is not hard to prove that this point is closely related to the analogous point of the blocker.

Proposition C.2. Let $K \subseteq \mathbb{R}_{+}^{d}$ be an ascending convex set, and let $\mathbf{x} \in K$ minimize the objective function $|\mathbf{x}|^{2}$. Then $\mathbf{y}=\left(1 /|\mathbf{x}|^{2}\right) \mathbf{x}$ is in the blocker $K^{\mathrm{bl}}$, and it minimizes the objective function $|\mathbf{y}|^{2}$ over $K^{\mathrm{bl}}$. It follows in particular that $d(0, P) d\left(0, P^{\mathrm{bl}}\right)=1$.
C.3.3. Antiblocking. The antiblocker of a convex corner $K$ is defined by

$$
K^{\mathrm{abl}}=\left\{\mathbf{x} \in \mathbb{R}_{+}^{d}: \mathbf{x}^{\top} \mathbf{y} \leq 1 \forall \mathbf{y} \in K\right\}
$$

(see Figure C.4).


Figure C.4. A 2-dimensional convex corner and its antiblocker
The antiblocker of a convex corner is a convex corner. For every convex corner $K$, we have $\left(K^{\mathrm{abl}}\right)^{\mathrm{abl}}=K$.

If the convex corner $P$ is a polytope, then so is its antiblocker $P^{\text {abl }}$. To describe the correspondence between the faces of $P$ and those of $P^{\text {abl }}$ is again a more complicated than for the polars. The nonnegativity constraints $x_{i} \geq 0$ always define facets, and they do not correspond to vertices in the antiblocker. All other facets of $P$ correspond to vertices of $P^{\mathrm{abl}}$. Not every vertex of $P$ defines a facet in $P^{\mathrm{abl}}$. The origin is a trivial exceptional vertex, but there may be further exceptional vertices. A vertex of $P$ defines a facet of $P^{*}$ if and only if there is no other vertex $\mathbf{w}$ such that $\mathbf{v} \leq \mathbf{w}$.
C.3.4. Gale duality. Let $V$ be a finite set of $n$ elements, and let $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$ be a vector labeling of $V$, where we assume that $\mathbf{u}(V)$ spans $\mathbb{R}^{d}$. Consider $\mathbf{u}$ as a $d \times V$ matrix $A$, then $\operatorname{rk}(A)=d$, and the row space $L$ of $A d$-dimensional subspace $L$ of $\mathbb{R}^{V}$. Let $b_{1}, \ldots, b_{n-d}$ be a basis of $L^{\perp}$, which we consider as the rows of an $(n-d) \times V$ matrix $B$. Let $\left\{\mathbf{v}_{j}: j \in V\right\}$ be the columns of the matrix $B$. The vector labeling $\mathbf{v}$ of $V$ is called a Gale dual of $\mathbf{u}$.

Being Gale duals is a symmetric relation between vector labelings of the same set. The Gale dual is not uniquely determined: choosing a different basis in $L^{\perp}$ results in a different Gale dual. But all Gale duals are images of each other under linear transformations of $\mathbb{R}^{n-d}$.

Let $\mathbf{v}: V \rightarrow \mathbb{R}^{n-d}$ be a Gale dual of the vector labeling $\mathbf{u}: V \rightarrow \mathbb{R}^{d}$. Let $X \subseteq V,|X|=d$ be a basis for $\mathbf{u}$. Then $V \backslash X$ is a basis for $\mathbf{v}$. More generally, we can express the rank of a subset of $V$ in the labeling $\mathbf{v}$ in terms of the rank of its complement in the labeling $\mathbf{u}$ :

$$
\begin{equation*}
\operatorname{rk}(\mathbf{v}(X))=\operatorname{rk}(\mathbf{u}(V \backslash X))+|X|-d \tag{C.1}
\end{equation*}
$$

## C.4. Balls, spheres and caps

C.4.1. Volume. We denote by $\pi_{d}$ the volume of the $d$-dimensional unit ball $B^{d}$. It is known that

$$
\pi_{d}=\frac{\pi^{d / 2}}{\Gamma\left(1+\frac{d}{2}\right)}= \begin{cases}\frac{\pi^{k}}{k!} & \text { if } d=2 k  \tag{C.2}\\ \frac{2^{k+1} \pi^{k}}{(2 k+1)!!} & \text { if } d=2 k+1\end{cases}
$$

For both the even and odd case, Stirling's Formula gives the asymptotics

$$
\begin{equation*}
\pi_{d} \sim \frac{1}{\sqrt{\pi d}}\left(\frac{2 e \pi}{d}\right)^{d / 2} \tag{C.3}
\end{equation*}
$$

(It is funny that both classical transcendental numbers $e$ and $\pi$ occur together here.) The surface area of this ball (the ( $d-1$ )-dimensional measure of the sphere $\left.S^{d-1}\right)$ is $d \pi_{d}$.

A cap on this ball can be described as the set $C_{\mathbf{u}, s}=\left\{x \in S^{d-1}: \mathbf{u}^{T} x \geq s\right\}$, where $\mathbf{u} \in S^{d-1}$ is the center of the cap, and $-1 \leq s \leq 1$. We will need good bounds on the $(d-1)$-dimensional surface area of this cap; it suffices to restrict our attention to the case when $s>0$. In dimension $d=3$, the area of this cap is $2 \pi(1-s)$. If the spherical radius of this cap is $\rho$, then this area can also be expressed as $4 \pi \sin ^{2}(\rho / 2)$.

In higher dimension, the surface area cannot be expressed so explicitly. It is easy to derive the integral formula:

$$
\begin{equation*}
\operatorname{vol}_{n-1}\left(C_{\mathbf{u}, s}\right)=(n-1) \pi_{n-1} \int_{s}^{1}\left(1-x^{2}\right)^{(n-3) / 2} d x \tag{C.4}
\end{equation*}
$$

but it is hard to bring this into a more manageable form. Instead of explicit formulas, the following estimates will be more useful for us:

$$
\begin{equation*}
\left(1-\frac{2}{s \sqrt{n-1}}\right) \frac{\pi_{n-1}}{s}\left(1-s^{2}\right)^{(n-1) / 2} \leq \operatorname{vol}_{n-1}\left(C_{\mathbf{u}, s}\right) \leq \frac{\pi_{n-1}}{s}\left(1-s^{2}\right)^{(n-1) / 2} \tag{C.5}
\end{equation*}
$$

(The lower bound is meaningful for $s \geq 2 / \sqrt{n-1}$.) The upper bound follows from the estimate

$$
\int_{s}^{1}\left(1-x^{2}\right)^{(n-3) / 2} d x \leq \frac{1}{s} \int_{s}^{1} x\left(1-x^{2}\right)^{(n-3) / 2} d x=\frac{1}{(n-1) s}\left(1-s^{2}\right)^{(n-1) / 2}
$$

The lower bound uses a similar argument with a twist. Let $s \leq t \leq 1$, then

$$
\begin{aligned}
\int_{s}^{1}\left(1-x^{2}\right)^{(n-3) / 2} d x & \geq \int_{s}^{t}\left(1-x^{2}\right)^{(n-3) / 2} d x \geq \frac{1}{t} \int_{s}^{t} x\left(1-x^{2}\right)^{(n-3) / 2} d x \\
& =\frac{1}{(n-1) t}\left(\left(1-s^{2}\right)^{(n-1) / 2}-\left(1-t^{2}\right)^{(n-1) / 2}\right)
\end{aligned}
$$

Optimizing for $t$, we get the estimate with a somewhat tedious but routine computation.

## C.5. Volume of convex bodies

C.5.1. Classical inequalities. We start with a simple formula. Let $K$ be a convex body in $\mathbb{R}^{n}$ containing the origin in its interior, and for every unit vector $\mathbf{v}$, let $h_{K}(\mathbf{v})$ denote the length of the segment in $K$ of the semiline determined by $\mathbf{v}$. Choosing $\mathbf{v}$ randomly and uniformly from $S^{n-1}$, we have

$$
\begin{equation*}
\operatorname{vol}(K)=\pi_{n} \mathrm{E}\left(h_{K}(\mathbf{v})^{n}\right) \tag{C.6}
\end{equation*}
$$

Let $K_{1}, \ldots, K_{d}$ be convex bodies in $\mathbb{R}^{d}$. It is not hard to see that the function $f\left(x_{1}, \ldots, x_{d}\right)=\operatorname{vol}\left(x_{1} K_{1}+\cdots+x_{d} K_{d}\right)$ is a homogeneous polynomial of degree $d$ in the variables $x_{1}, \ldots, x_{r} \geq 0$. The coefficient of $x_{1} \ldots x_{d}$ in this polynomial, divided by $d$ !, is called the mixed volume of $K_{1}, \ldots, K_{d}$, denoted by $V\left(K_{1}, \ldots, K_{d}\right)$.

This quantity has many deep and useful properties. It is easy to see that $V(K, \ldots, K)=\operatorname{vol}(K)$. It is less trivial that the mixed volume is nonnegative. A deep inequality concerning mixed volume is the Alexandrov-Fenchel Inequality:

$$
\begin{equation*}
V\left(K_{1}, K_{1}, K_{3}, \ldots, K_{d}\right) V\left(K_{2}, K_{2}, K_{3}, \ldots, K_{d}\right) \leq V\left(K_{1}, K_{2}, K_{3}, \ldots, K_{d}\right)^{2} \tag{C.7}
\end{equation*}
$$

One can derive the Brunn-Minkowski Theorem from the Alexandrov-Fenchel Inequality (but it is easier to prove):

For any two convex bodies $A, B \subset \mathbb{R}^{d}$, the value $\operatorname{vol}(t A+(1-t) B)^{1 / d}$ is a concave function of $0 \leq t \leq 1$.

We need a consequence of this theorem. For a convex body $K$, we define its difference body $K-K=\{\mathbf{x}-\mathbf{y}: \mathbf{x}, \mathbf{y} \in K\}$. It is trivial that $\operatorname{vol}(K-K) \geq \operatorname{vol}(K)$ (since $K-K$ contains a translated copy of $K$ ). The Brunn-Minkowski Theorem implies a much sharper bound:

$$
\begin{equation*}
\operatorname{vol}(K-K)=2^{d} \operatorname{vol}\left(\frac{1}{2} K+\frac{1}{2}(-K)\right) \geq 2^{d} \operatorname{vol}(K) \tag{C.8}
\end{equation*}
$$

The volumes of a convex body and its polar are closely related. For every 0 -symmetric convex body $K \subseteq \mathbb{R}^{d}$,

$$
\begin{equation*}
\frac{\pi^{d}}{d!} \leq \operatorname{vol}(K) \operatorname{vol}\left(K^{*}\right) \leq \pi_{d}^{2} \tag{C.9}
\end{equation*}
$$

Using C.2 , it is easy to see that the upper bound is less than $(2 \pi)^{d} / d$ !, which is attained when both $K$ and $K^{*}$ are balls; this was proved for $d \leq 3$ by Blaschke 1917]
and for all dimensions by Santaló 1949. The lower bound (with a smaller constant instead of $\pi$ ) was proved by Bourgain-Milman 1987. The currently known best bound above was proved by Kuperberg 2008. Mahler's unsettled conjecture states that the minimum of this product over $n$-dimensional 0 -symmetric convex bodies is attained when $K$ is a cube and $K^{*}$ is a cross-polytope (or the other way around), which would give a lower bound of $4^{d} / d!$.
C.5.2. Projection. We conclude with some inequalities concerning the length of projections in high dimensions; while these are well known and often used, it does not seem easy to find their proofs, and so I include proofs for several of them.

For a set $K \subseteq \mathbb{R}^{n}$ and linear subspace $L \subseteq \mathbb{R}^{n}$, let $K_{L}$ denote the orthogonal projection of $K$ onto $L$. In the case when $L$ is a one-dimensional subspace generated by a vector $\mathbf{v}$, then we also use the notation $K_{\mathbf{v}}=K_{L}$.

The question about the area of caps can be generalized as follows: given a number $0<c<1$, what is the surface area of $S^{n-1}$ whose projection onto the subspace formed by the first $d$ coordinates has length at most $c$ ? If $d=n-1$, then this set consists of two congruent caps, but if $d<n$, then the set is more complicated. The cases $c \leq \sqrt{d / n}$ and $c>\sqrt{d / n}$ are quite different. We only need the first one in this book.

Let $\mathbf{x}^{\prime}$ and $\mathbf{x}^{\prime \prime}$ denote the projections of a vector $\mathbf{x}$ onto the first $d$ coordinates and onto the last $n-d$ coordinates, respectively. It is easy to see that if $\mathbf{u}$ is chosen randomly, uniformly from $S^{n-1}$, then

$$
\begin{equation*}
\mathrm{E}\left(\left|\mathbf{u}^{\prime}\right|^{2}\right)=\frac{d}{n} \tag{C.10}
\end{equation*}
$$

Let us assume that $d \leq n-2$ and (for the time being) $c<1$. We want to find good estimates for the $(n-1)$-dimensional measure of the set

$$
A=\left\{\mathrm{x} \in S^{n-1}:\left|\mathrm{x}^{\prime}\right| \leq s\right\}
$$

Define $\phi(\mathbf{x})=\mathbf{x}^{\prime}+\left(\mathbf{x}^{\prime \prime}\right)^{0}$, then $\phi$ maps $A$ onto $A^{\prime}=\left(s B^{d}\right) \times S^{n-d-1}$ bijectively. It is not hard to compute that the Jacobian of $\phi^{-1}$ (as a map $A^{\prime} \rightarrow A$ ) is (1-$\left.\left|\mathbf{x}^{\prime}\right|^{2}\right)^{(n-d-2) / 2} \leq 1$, and hence

$$
\begin{equation*}
\operatorname{vol}_{n-1}(A) \leq \operatorname{vol}_{n-1}\left(A^{\prime}\right)=s^{d}(n-d) \pi_{d} \pi_{n-d} \tag{C.11}
\end{equation*}
$$

(For $n=d+2$ the Jacobian is identically 1 , whence $\operatorname{vol}_{n-1}(A)=\operatorname{vol}_{n-1}\left(A^{\prime}\right)$, which implies, for $n=3$, the well-known formula for the surface area of caps mentioned before.)

Another way of formulating this inequality is that choosing a random vector $\mathbf{u}$ uniformly from $S^{n-1}$, it bounds the probability that its orthogonal projection to a $d$-dimensional subspace is small:

$$
\begin{equation*}
\mathrm{P}\left(\left|\mathbf{u}^{\prime}\right| \leq s\right) \leq \frac{(n-d) \pi_{d} \pi_{n-d}}{n \pi_{n}} s^{d} \tag{C.12}
\end{equation*}
$$

Using the asymptotics for factorials, it is easy to derive the slightly weaker but more explicit bound

$$
\begin{equation*}
\mathrm{P}\left(\left|\mathbf{u}^{\prime}\right| \leq s\right)<\left(2 s \sqrt{\frac{n}{d}}\right)^{d} \tag{C.13}
\end{equation*}
$$

This estimate is interesting when $s$ is smaller than the expectation of $\left|\mathbf{u}^{\prime}\right|$, say $s=\varepsilon \sqrt{d / n}$ for some $0<\varepsilon<1$. Then we get

$$
\begin{equation*}
\mathrm{P}\left(\left|\mathbf{u}^{\prime}\right| \leq \varepsilon \sqrt{\frac{d}{n}}\right)<(2 \varepsilon)^{d} \tag{C.14}
\end{equation*}
$$

To prove tighter bounds on the concentration of $\left|\mathbf{u}^{\prime}\right|$ around its expectation, we can use an explicit description of generating a uniform random element of $S^{n-1}$. We generate $n$ independent standard Gaussian variables $X_{1}, \ldots, X_{n}$, and normalize:

$$
\begin{equation*}
\mathbf{u}=\frac{1}{\sqrt{X_{1}^{2}+\cdots+X_{n}^{2}}}\left(X_{1}, \ldots, X_{n}\right) \tag{C.15}
\end{equation*}
$$

Here the random variable $X_{1}^{2}+\cdots+X_{n}^{2}$ is from a chi-squared distribution with parameter $n$, and many estimates are known for its distribution. We need the following estimate (see e.g. Massart 2003])

$$
\begin{equation*}
\mathrm{P}\left(\left|X_{1}^{2}+\cdots+X_{n}^{2}-n\right|>\varepsilon n\right) \leq 2 e^{-\varepsilon^{2} n / 8} \tag{C.16}
\end{equation*}
$$

If we generate a random unit vector $\mathbf{u}$ as described above, then

$$
\left|\mathbf{u}^{\prime}\right|^{2}=\frac{X_{1}^{2}+\cdots+X_{d}^{2}}{X_{1}^{2}+\cdots+X_{n}^{2}}
$$

By (C.16), the numerator is concentrated around $d$, and the denominator is concentrated around $n$. Hence the length of $\mathbf{u}^{\prime}$ is concentrated around $\sqrt{d / n}$. To be more precise, it follows that for every $\varepsilon>0$,

$$
\begin{equation*}
\frac{1}{1+\varepsilon} \sqrt{\frac{d}{n}} \leq\left|\mathbf{u}^{\prime}\right| \leq(1+\varepsilon) \sqrt{\frac{d}{n}} \tag{C.17}
\end{equation*}
$$

with probability at least $1-4 e^{-\varepsilon^{2} d / 4}$.
Next, we turn to projections of convex bodies. Let $K \subset \mathbb{R}^{n}$ be a convex body, let $\mathbf{v} \in S^{n-1}$ be chosen randomly from the uniform distribution, and let $K_{\mathbf{v}}$ be the projection of $K$ onto the line containing $\mathbf{v}$. Let $\left|K_{\mathbf{v}}\right|$ denote the length of this projection, which is the width of $K$ in direction $\mathbf{v}$. It is easy to check that

$$
\begin{equation*}
\left|K_{\mathbf{v}}\right|=\frac{1}{h_{(K-K)^{*}}(\mathbf{v})} \tag{C.18}
\end{equation*}
$$

Combining with (C.6), we can express the volume of $(K-K)^{*}$ :

$$
\begin{equation*}
\operatorname{vol}\left((K-K)^{*}\right)=\pi_{n} \mathrm{E}\left(h_{(K-K)^{*}}(\mathbf{v})^{n}\right)=\pi_{n} \mathrm{E}\left(\left|K_{\mathbf{v}}\right|^{-n}\right) \tag{C.19}
\end{equation*}
$$

By the Blaschke-Santaló Inequality (C.9) and (C.8), this implies

$$
\begin{equation*}
\mathrm{E}\left(\left|K_{\mathbf{v}}\right|^{-n}\right)=\frac{\operatorname{vol}\left((K-K)^{*}\right)}{\pi_{n}} \leq \frac{\pi_{n}}{\operatorname{vol}(K-K)} \leq \frac{\pi_{n}}{2^{n} \operatorname{vol}(K)} \tag{C.20}
\end{equation*}
$$

Markov's Inequality implies that for every $s>0$,

$$
\begin{equation*}
\mathrm{P}\left(\left|K_{\mathbf{v}}\right| \leq s\right)=\mathrm{P}\left(\left|K_{\mathbf{v}}\right|^{-n} s^{n} \geq 1\right) \leq \frac{\pi_{n} s^{n}}{2^{n} \operatorname{vol}(K)} \tag{C.21}
\end{equation*}
$$

This inequality can be extended to the case when $K$ is not full-dimensional, but $d$-dimensional $(d<n)$, and so we have to consider a lower dimensional measure of its volume. Let $\mathbf{u}$ be the projection of $\mathbf{v}$ onto $\mathbb{R}^{d}$. The length $|\mathbf{u}|$ and the
direction $\mathbf{u}^{0}$ are independent random variables. Clearly $\left|K_{\mathbf{v}}\right|=|\mathbf{u}|\left|K_{\mathbf{u}}\right|$, where $|\mathbf{u}|$ and $K_{\mathbf{u}}=K_{\mathbf{u}^{0}}$ are independent as random variables. Then, using (C.12),

$$
\begin{aligned}
\mathrm{P}\left(\left|K_{\mathbf{v}}\right| \leq s\right) & =\mathrm{P}\left(|\mathbf{u}| \leq \frac{s}{\left|K_{\mathbf{u}}\right|}\right) \leq \mathrm{E}_{\mathbf{u}^{0}}\left(\frac{(n-d) \pi_{d} \pi_{n-d}}{n \pi_{n}}\left(\frac{s}{\left|K_{\mathbf{u}^{0}}\right|}\right)^{d}\right) \\
& =\frac{(n-d) \pi_{d} \pi_{n-d}}{n \pi_{n}} s^{d} \mathrm{E}_{\mathbf{u}^{0}}\left(\left|K_{\mathbf{u}^{0}}\right|^{-d}\right)
\end{aligned}
$$

and using C.20 (noting that the projection $K \rightarrow K_{\mathbf{u}^{0}}$ happens in dimension $d$ ) we get

$$
\begin{equation*}
\mathrm{P}\left(\left|K_{\mathbf{v}}\right| \leq s\right) \leq \frac{(n-d) \pi_{d}^{2} \pi_{n-d}}{n \pi_{n} 2^{d} \operatorname{vol}(K)} s^{d} \tag{C.22}
\end{equation*}
$$

Applying the asymptotic formula for $\pi_{n}$, we get the more explicit bound

$$
\begin{equation*}
\mathrm{P}\left(\left|K_{\mathbf{v}}\right| \leq s\right) \leq\left(\frac{4 s \sqrt{n}}{d}\right)^{d} \frac{1}{\operatorname{vol}(K)} \tag{C.23}
\end{equation*}
$$
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[^0]:    ${ }^{1}$ We digress from the standard physics notation, where a row vector is denoted by $\langle x|$, a column vector, by $|y\rangle$, and their inner product by $\langle x \mid y\rangle$. This would make reading this chapter easier for physicists, but not for mathematicians. Since most of this book is about mathematics, I do not change notation for this single chapter.

